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Abstract— Spread-spectrum systems with large transmission
bandwidth present significant challenges from the standpoint
of achieving acquisition before the communication commences.
This tutorial summarizes our recent results on acquisitionsystem
that exploits multipath to aid the synchronization. In part icular,
we consider the serial-search strategy and the optimal search
procedure to examine the uncertainty space. We derive a lower
bound and an upper bound for the mean acquisition times
(MATs) over all possible search procedures. These expressions
give fundamental limits of the MATs. We then prove that a
fixed-step serial search, a form of non-consecutive serial search,
achieves a near-optimal MAT. We prove that the conventional
serial search, in which consecutive cells are tested serially, results
in the maximum MAT. Since these results are valid for all
signal-to-noise ratio values, fading distributions, and details of
the detection layer, the tutorial provides search strategies that
acquisition receivers should employ and search strategiesthat
acquisition receivers should avoid.

I. I NTRODUCTION

One of the most important tasks of a spread spectrum
receiver is sequence acquisition [1]–[4]. During this task, the
receiver coarsely aligns the sequence of the received signal
with the sequence of the locally generated reference. Reliable
transmission may begins only after the receiver completes
sequence acquisition. This tutorial summarizes our results on
sequence acquisition from the papers [5]–[10].

To acquire the received signal, the receiver search for
a location of sequence phase within a required range of
accuracy. Like most search problems, sequence acquisitionare
associated with two important, known parameters. The first
parameter, the total number of phases or cells that the receiver
needs to test (denoted byNunc) is proportional to the transmis-
sion bandwidth. The second parameter, the number of correct
phases or in-phase cells (denoted byNhit) is proportional to the
number of resolvable paths. In wide-bandwidth transmission
systems,Nunc can be very large, and acquisition of received
signals in a reasonable amount of time becomes a challenging
task.

To mathematize an acquisition problem, one indexes the
cells from1 to Nunc without loss of generality. The uncertainty
index set,U , {1, 2, 3, . . . , Nunc}, denote a collection of cells
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for the receiver to test. The index set corresponding to the
in-phase cells,Hhit, denotes a collection of in-phase cells. We
note that elements of setHhit are unknown to the receiver and
that Hhit ⊆ U . From a mathematical point of view, sequence
acquisition can be regarded as a task of searching for an
element that belongs to setHhit.

In a dense multipath channel, multiple resolvable paths tend
to arrive in a cluster [11]–[14]. For such a channel, in-phase
cells are consecutive, modulo-Nunc, in the uncertainty index
set:1 Hhit , {b0 ⊕ i | 0 ≤ i ≤ Nhit − 1}. Here, an integer,
b0 ∈ U , is a realization of random variableB, which represents
the location of the cell corresponding to the first resolvable
path. Regardless of the structure of setHhit, a commonly
used performance measure of acquisition receivers is the mean
acquisition time (MAT), the average duration required for the
receiver to achieve acquisition.

The task of improving the MAT, in general, can be realized
at the detection layer or at the search layer of the receiver.At
the detection layer, a receiver may dedicate more resources,
such as correlators, to form a decision variable [17]–[22].At
the search layer, a receiver may use a special search pattern
such as an expanding zigzag window [23] or a non-consecutive
[19], [24]–[26] serial search. This tutorial presents an approach
to improve the MAT at the search layer by employing an
intelligent search order.

A search order refers to a specific order for the receiver
to search an uncertainty index set. Mathematically, a search
order is a bijection from setU into setU , π : U → U . From
a design perspective, a receiver that employs a search orderπ
tests the cells in the order

π(k), π(k + 1), . . . , π(Nunc), π(1), π(2), . . . ,

where the first cell that the receiver interrogates,π(k), can
be any cell. Therefore, the set of all possible search ordersis
given byP = {π |π : U → U is a bijection andπ(1) = 1}.
We note that the conditionπ(1) = 1 simply reduces some
redundant search orders from the set of search orders.

Examples of search orders that have been used in the
literature include the conventional serial search (CSS orπ1)
and the fixed-step serial search with step sizeNJ (FSSS or
πNJ). A receiver that employs the CSS tests consecutive cells
serially [17], [18], while a receiver that employs the FSSS with

1The symbol⊕ denotes the moduloNunc addition defined byx ⊕ y ,
x + y − lNunc for some unique integerl such thatx + y − lNunc ∈ U .



step sizeNJ skips a fixedNJ cells after each test [5], [19],
[24]. This tutorial summarizes an approach to bound the MAT,
E {TACQ(π)}, for any search orderπ, and presents search
orders that achieve these bounds. Here, the random variable
TACQ(π) denotes the MAT as a function of the search order
π. The key results are as follows:

• the derivation of fundamental limits of MAT,
• a proof that the FSSS with the step sizeNhit effectively

achieves the minimum MAT in wide bandwidth transmis-
sion systems, and

• a proof that the CSS exhibits the maximum MAT.

We focus on the most commonly used search strategy, namely
the serial search [15]–[19], [23], [24], [27].

This tutorial is organized as follows. Section II presents
the system model and the basic definitions for the acquisition
system. Section III obtains the absorption time expression,
a quantity that is closely related to the MAT, and presents
important properties of the absorption time. Section IV uses
properties of the absorption time to derive a lower bound
and an upper bound on the MAT. Section V determines a
search order that effectively achieves the minimum MAT.
Section VI obtains search orders that achieve the maximum
MAT. Section VII concludes the tutorial and summarizes
important results.

II. SYSTEM MODEL AND BASIC DEFINITIONS
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Fig. 1. A flow diagram for the serial search with the search order π contains
Nunc + 1 states. The state labeled ACQ is the absorbing state. The states in
thick circles areH1-states. The remaining states areH0-states.

Fig. 1 depicts a flow diagram which corresponds to a serial-
search strategy with a generic search orderπ. There are
Nunc+1 states in total: one absorbing state (ACQ),Nhit states
of type H1, and Nunc − Nhit states of typeH0. The ACQ
state represents the event of successful acquisition. Eachof
the Nhit states of typeH1 corresponds to an in-phase cell,

while each of the remainingNunc − Nhit states of typeH0

corresponds to a non-in-phase cell. The polynomial path gain
parametersPDzτD , PMzτM , and zτP can be interpreted as
effective detection layer parameters.2

The structure of the flow diagram describes the arrangement
of the in-phase and non-in-phase cells. This structure plays
an important role in the acquisition system as it strongly
influences the absorption time and the MAT. The structure
of a flow diagram can be specified by itsdescription.

Definition 1 (Description):A description is a tuple(π, b)
of the search orderπ and the locationb of the first in-phase
cell. The set of all possible descriptions is denoted byD =
P × U .

The description(π, b) characterizes the structure of a flow
diagram. In particular,π specifies the order of the non-
absorbing states, whileb determines the setHhit(b) of states
that have transition edges to the absorbing state. We now focus
our attention on a widely-used class of flow diagrams [15],
[16], [19], [23], [24], which we refer to as anon-preferential
flow diagram (see Fig. 1).

Definition 2 (Non-preferential flow diagram):The flow di-
agram isnon-preferentialif it has the following properties:

1) Probability of starting the search at any non-absorbing
state is equally likely;

2) Every path to the absorbing state has the same path gain;
3) Every path from anH0-state has the same path gain;

and
4) Every path from anH1-state to the adjacent non-

absorbing state has the same path gain.
A non-preferential flow diagram serves as a basic model for
analyzing the performance of an acquisition system operating
in dense multipath environments. The use of a non-preferential
flow diagram is reasonable when the power dispersion profile
(PDP) is decaying slowly or constant over an interval.

III. A BSORPTIONTIME

An absorption time is the average time to arrive at the
absorption state. In this section, we investigate the relationship
between the absorption time and the MAT and prove some
important properties of the absorption time. In the next section,
we will use properties of the absorption time to derive limits
on the MAT.

A. Conventional Approach

For a given search orderπ, the MAT is given by

E {TACQ(π)} =

Nunc
∑

b=1

f(π, b) · Pr {B = b} , (1)

wheref(π, b) , E {TACQ(π) |B = b} denotes the absorption
time of the flow diagram with a description(π, b). A conven-
tional approach of computing the absorption time yields the

2We stressed that parametersPD, PM, τD, τM, andτP are transformations
of probabilities of detections, probability of false alarms, dwell times, and
penalties times. The transformations are given explicitlyin [5, p. 32].



expression

f(π, b) =
1

Nunc

dh(z)

dz

∣

∣

∣

∣

z=1

(2)

where theh(z) is a polynomial that depends on the path
gain parameters (see [6, eq. 12] for the expression ofh(z)).
Equation (2) follows from a loop-reduction technique, which
is used to find MATs in [15], [16], [19], [23], [24].

The expression in (1) implies that the MAT of any given
search orderπ0 can be bounded by

min
(π,b)∈D

f(π, b) ≤ E {TACQ(π0)} ≤ max
(π,b)∈D

f(π, b). (3)

However, the expressionf(π, b) in (2) does not reveal its
dependence on the search orderπ explicitly. As a result, it is
unclear how one can solve efficiently—if at all—the optimiza-
tion problemsmin(π,b)∈D f(π, b) andmax(π,b)∈D f(π, b).

A direct approach that finds the minimum or maximum
MAT by searching exhaustively over the setP is impractical. It
can be shown that the exhaustive search requires at leastNunc!
arithmetic operations to complete. To test a small number
Nunc = 100 of cells with a fictional machine that has a clock
speed of1020 Hz and can perform1 arithmetic operation per
cycle, an acquisition system would take more than10130 years
to complete the exhaustive search. Clearly, the direct approach
is extremely inefficient.
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B. Transforming into the Spacing Rule Domain

The difficulty associated with the direct optimization can be
alleviated by transforming thedescriptionsinto the domain of
spacing rules.

Definition 3 (Spacing rule):A spacing rule of a non-
preferential flow diagram withNhit H1-states and(Nunc−Nhit)

H0-states is an element of the set

Sd =
{

[m1 m2 . . . mNhit]
T

∣

∣

∣

∣

Nhit
∑

i=1

mi = Nunc− Nhit;

∀i, mi is integer
}

. (4)

A spacing rulem , [m1 m2 . . . mNhit ]
T characterizes the

structure of a flow diagram (see Fig. 2). In particular, the flow
diagram has anH1-state, which is followed bym1 H0-states,
which are followed by anotherH1-state, which is followed by
m2 H0-states, and so on. Note that the sum

∑Nhit

i=1 mi must
equal the numberNunc− Nhit of H0-states.

Let v(m) be the absorption time for the flow diagram
corresponding to a spacing rulem. Since both description
(π, b) ∈ D and spacing rulem ∈ Sd characterize the structure
of the flow diagram, which determines the absorption time,
we havef(π, b) = v(s(π, b)).3 Therefore, (3) is equivalent to

min
m∈Sd

v(m) ≤ E {TACQ(π0)} ≤ max
m∈Sd

v(m). (5)

Note that minm∈Sd v(m) and maxm∈Sd v(m) are integer
programming problems [28].

C. Closed-Form Expression ofv(m)

In this subsection, we present the closed-form expression of
the absorption timev(m) for a spacing rulem ∈ Sd.

Theorem 1 (Absorption Time):The absorption time of the
flow diagram with the spacing rulem ∈ Sd is given by

v(m) =
1

2
m

T
Hm + C, (6a)

where, for1 ≤ i, j ≤ Nhit,

Hij =
τP

Nunc

(

1 − PNhit
M

)

[

P
Nhit−|i−j|
M + P

|i−j|
M

]

, (7)

C =

(

1 −
Nhit

Nunc

)

·

(

1 + PM

1 − PM

)

τP

2
+

PM

1 − PM
τM + τD,

(8)

with 00 , 1.
Proof: Omitted for brevity (see [5, pp. 38–40]).

In the subsequent analysis, we will allowm in (6) to take
non-integer values. In particular, let

Sc =
{

[x1 x2 . . . xNhit ]
T
∣

∣

∣

Nhit
∑

i=1

xi = Nunc−Nhit; ∀i, xi ∈ R0,+

}

(9)
denote the convex hull ofSd and consider the function
v : Sc → R to be the natural extension ofv : Sd → R. That
is, we evaluatev(x) by simply allowingv(·) in (6) to take
the valuesx ∈ Sc. BecauseSd ⊂ Sc, the MAT for any search
orderπ0 satisfies the following bounds:

min
x∈Sc

v(x) ≤ E {TACQ(π0)} ≤ max
x∈Sc

v(x). (10)

Next, we prove important properties ofv(x). These properties
are crucial for the development in the forthcoming section.

3Here,s : D → P is a mapping fromD to P .



Theorem 2 (Convexity, Rotational Invariance, Relaxations):
Assume thatPM < 1, so thatv(·) is finite.

1) Functionv(·) is strictly convex onSc.
2) For all [x1 x2 . . . xNhit ]

T ∈ Sc, v([x1 x2 . . . xNhit ]
T ) =

v([x2 x3 . . . xNhit x1]
T
).

3) The vector x
∗ ,

[

Nunc
Nhit

− 1 Nunc
Nhit

− 1 . . . Nunc
Nhit

− 1
]T

is a unique solution to the minimization problem
minx∈Sc v(x).

4) The vector[Nunc− Nhit 0 . . . 0 0]
T is a solution to the

maximization problemmaxm∈Sc v(m).
Proof:

1) It can be shown thatH is positive definite, which implies
that v(·) is strictly convex sincev(·) is in a quadratic
form.

2) This property follows immediately from the explicit
expression forv(·) in (6) and from the fact thatHi,j =
Hi⊞1,j⊞1 for any 1 ≤ i, j ≤ Nhit. Here, the symbol⊞
denotes the moduloNhit addition defined bya ⊞ b ,

a + b − lNhit for some unique integerl such that1 ≤
a + b − lNhit ≤ Nhit.

3) Weierstrass’ theorem implies that an optimal solution
x
∗ exits [29, p. 541]. Strict convexity and rotational

invariance ofv(·) imply that the optimal solution is
unique and satisfiesx∗

1 = x∗
2 = x∗

3 = · · · = x∗
Nhit

=
Nunc/Nhit − 1.

4) For 1 ≤ i ≤ Nhit, let ei denote a standard basis vector
in R

Nhit. Note that anyx ∈ Sc can be written asx =
∑Nhit

i=1 λi · [(Nunc−Nhit)ei], for someλi ≥ 0 that sum to
unity. Strict convexity and rotational invariance ofv(·)
imply that v(x) < ((Nunc− Nhit)e1).

IV. FUNDAMENTAL L IMITS ON THE MAT

In this section, we use properties of the absorption time to
obtain fundamental limits on the MAT.

Theorem 3 (Fundamental Limits):Any search orderπ0 ∈
P satisfies the bounds

T L
min ≤ E {TACQ(π0)} ≤ Tmax, (11)

where

T L
min ,

(

Nunc

Nhit
− 1

)(

1 + PM

1 − PM

)

τP

2
+

PM

1 − PM
τM + τD,

Tmax ,
(Nunc− Nhit)

2

Nunc
·

(

1 + PNhit
M

1 − PNhit
M

)

τP

2

+

(

1 −
Nhit

Nunc

)

·

(

1 + PM

1 − PM

)

τP

2

+
PM

1 − PM
τM + τD.

Proof: The theorem follows immediately from the
bounds in (10), the Minimum Relaxation property (part 4 of
Thm. 2), the Maximum Relaxation property (part 3 of Thm. 2),
and the explicit expression ofv(·) (Thm. 1).

The boundsT L
min and Tmax are explicit in terms of the

detection layer parameters, and suggest that intelligent search

procedures improve the MAT of a receiver employing serial
search strategy.

V. ACHIEVING THE LOWER BOUND

In this section, we determine a search order that effectively
achieves a near-optimal MAT in wide bandwidth transmission
systems. To do so, we introduce the concept ofη-optimal
search order.

Definition 4 (η-Optimal Search Order):Let η(Nhit, Nunc)
be a function only ofNhit and Nunc. A search orderπ is η-
optimal, if

E {TACQ(π)} − T L
min

T L
min

≤ η(Nhit, Nunc) (12)

and η(Nhit, Nunc) → 0 as the ratioNhit/Nunc → 0.
By definition, the functionη(Nunc, Nhit) does not depend

on the detection layer parametersPD, PM, τD, τM, andτP.4

Hence, anη-optimal search orderπη can be used to effectively
achieve the minimum MAT in many operating environments.
Therefore, the particularities at the detection layer suchas
fading statistics, combining methods for the decision variables,
and detector architectures, do not significantly affect the
optimality of πη.

Signal acquisition is a challenging task when the total
number of in-phase cells is significantly smaller than the total
number of cells inU . In this situation, which is typical for
UWB systems, the acquisition time can be intolerably long
and there are many scenarios and applications that necessitate
the use of faster acquisition techniques. Note thatNhit/Nunc is
small and approaches zero as the demand for faster acquisition
is intensified. Our goal is to findη-optimal solutions since they
are almost as good as the optimal one in a situation where
rapid acquisition is of utmost importance.

Theorem 4 (Near-Optimality):If Nhit and Nunc are rela-
tively prime, then the search orderπNhit is η-optimal with
η = 2Nhit

Nunc−Nhit
. Furthermore, we have the inequalities

T L
min ≤ E {TACQ(π∗)} ≤ E

{

TACQ(πNhit)
}

≤

(

1 +
2Nhit

Nunc− Nhit

)

T L
min, (13)

in which π∗ denotes an optimal search order that minimizes
the MAT.

Proof: Omitted for brevity (see [5, pp. 47–48]).

VI. A CHIEVING THE UPPER BOUND

The next theorem proves that the upper boundTmax in (11)
is achievable and implies that the conventional serial search
should be avoided, because it results in the maximum MAT.

Theorem 5 (Maximum MAT):

1) If the receiver uses the CSSπ1 or the FSSSπNunc−1, it
will result in the maximum MAT.

2) If the numberNhit of in-phase cells satisfies2 ≤ Nhit ≤
Nunc− 2 and the receiver’s MAT is equal toTmax, then

4One can utilize simple bounds on the probabilities and the durations,0 ≤

P ≤ 1 and0 ≤ τ , to obtainη(Nunc, Nhit).



the receiver must have used the CSSπ1 or the FSSS
πNunc−1.

Proof: Omitted for brevity (see [5, pp. 48–52]).
In typical scenarios,Nhit is in the range2 ≤ Nhit ≤ Nunc− 2.
In these scenarios, the receiver exhibits the maximum MAT
if and only if it uses the CSS or the FSSS with the step size
Nunc−1. Therefore, the receiver can immediately improve the
MAT by choosing another search order other than the worst
search ordersπ1 andπNunc−1.

VII. C ONCLUSION

This tutorial summarizes our recent results, providing a
methodology for exploiting multipath, typically considered
deleterious for efficient communications, to aid the acquisition.
We consider a class of serial search strategies and model an
acquisition procedure by a flow diagram, containingNunc total
cells andNhit in-phase cells.

We present the fundamental limits of achievable MATs. We
introduce a notion ofη-optimality and show that the fixed-
step serial search (FSSS) with the step sizeNhit is η-optimal.
Thus, this search order can be effectively used to achieve a
near-optimal MAT in wide bandwidth transmission systems,
operating in dense multipath channels. We also presents the
search orders that result in the maximum MAT. It turns out
that the conventional serial search (CSS) and the FSSS with
step sizeNunc − 1 exhibit the maximum MAT. Our results
are valid for all signal-to-noise ratio values, detection layer
decision rules, and fading distributions.
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