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Abstract— Distributed Denial-of-Service (DDoS) attacks are a
major problem in the Internet today. During a DDoS attack, a
large number of compromised hosts send unwanted traffic to the
victim, thus exhausting the resources of the victim and preventing
it from serving its legitimate clients. One of the main mechanisms
against DDoS is filtering, which allows routers to selectively block
unwanted traffic. Given the magnitude of DDoS attacks and the
high cost of filters in the routers today, the successful mitigation
of a DDoS attack using filtering crucially depends on the efficient
allocation of filtering resources.

In this paper, we consider a single router with a limited
number of available filters. We study how to optimally allocate
filters to attack sources, or entire domains of attack sources,os
as to maximize the amount of good traffic preserved, under a
constraint on the number of filters. First, we look at the single-tier
problem, where the collateral damage on legitimate traffic is high
due to the filtering at the granularity of attack domains. Second,
we look at the two-tier problem, where we have an additional
constraint on the number of filters and filtering is performed at
the granularity of attackers and/or domains. We formulate both
problems as optimization problems, and we evaluate the optimal
solution over a range of realistic attack-scenarios. Our results
demonstrate that efficient filter allocation significantly improves
the tradeoff between the number of filters used and the amount
of legitimate traffic preserved.
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traffic. Even assuming a perfect mechanism for identificatio
of attack traffic, filter allocation at the victim's gateway i

in itself a hard problem. The reason is that the number of
attack sources in today’s DDoS attacks is much larger than th
number of expensive filters (ACLs) at the routers. Therefore
the victim cannot afford to selectively block traffic fromaoka
individual attack source, but instead may have to blockrenti
domains; in that case legitimate traffic originating fronatth
domain is also unnecessarily filtered together with thechtta
sources. Clearly, the successful mitigation of a DDoS kttac
using filtering, crucially depends on the efficient allooati

of filtering resources. In this paper, we study the optimal
allocation of filters to individual attackers or entire danga

of attackers. Filters can be placed at a single gateways'stie

as to maximize the preserved good traffic; the core insight in
the single-tier problem is that the coarse filtering grariya
makes co-located attack and legitimate traffic to share fate
We also consider filter placements at two tiers (attackeds an
gateways); in this case, the trade-off is between the preder
goodput and the number of filters used. We evaluate the
optimal solution for three realistic attack scenarios,ellagn
data sets from the analysis of the Code Red [16] and Slammer
[17] worms, the Prolexic Zombie Report [19], and statistics

Distributed Denial-of-Service attacks (DoS) are one of then Internet users [20].

most severe and hard to solve problems on the Internet todayThe structure of the rest of the paper is as follows. In
During a DDoS attack, a large number of compromised hostsction Il, we give more background on the problem and we
coordinate and send unwanted traffic to the victim thus esliscuss related work. In section Ill, we formulate the peobl
hausting the victim’s resources and preventing it from isgyv of optimal filter allocation on a single tier (i.e. gateways o
its legitimate clients. For example, victims of DDoS attackattackers tier) and the more general problem of filteringoti b
can be companies that rely on the Internet for their busjnefise gateway and attacker tier. We solve the problem optymall
in which case DDoS attacks can result in severe financial lagsing dynamic programming. We study the properties of the
or even in the company quitting the business [1]. Governmemptimal solution and evaluate it through simulation in smct
sites (e.g. wwwl.whitehouse.gov) and other organizattams [V. In section V, we conclude the paper and discuss open
also be victims of DDoS attacks, in which case disruption @gsues and future work.
operation results in a political or reputation cost.

Several approaches and mechanisms have been proposed to ) T
deal with DDoS attacks. In this work, we focus on filtering®- Flooding Attacks and Filtering
mechanisms, which are a necessary component in the antiin this paper, we are concerned with a DDoS attack on
DDoS solution. We consider the scenario of a bandwidtietwork bandwidth, also called flooding attack. A flooding
flooding attack, during which the bottleneck link to the intt attack is very easy to launch as it only requires sending a
is flooded with undesired traffic. To defend against such &ertain amount of traffic that overwhelms the link connegtin
attack, the victim must identify undesired traffic (usingr& the victim to the Internet. An example of flooding attack is
identification mechanism which is not the focus of this workghown in Fig. 1. A victim (V) is connected to the Internet
and request from its ISP/gateway to block it before it entetsrough ISP-V, using an access link with bandwidth The
the victim's access link and causes damage to legitimatietim is under a DDoS attack from several attack sources
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individual attackers, a task for which there are not enough
attackers filters in a single router today; the number of filters becomes

@QI.Q then an additional constraint.

""""" attadk ~ « B. Related Work

@ Q sateweys A taxonomy of DDoS attacks and defense mechanisms
can be found in [2]. Here we review only aspects related
to our work. Our work relies on existing mechanisms to
be able to identify the attack traffic, distinguish it frometh
legitimate traffic and trace its approximate path back to the
attack source [3]. The main difficulty in path identificatilies

in dealing with source IP address spoofing. Other mechanisms
for path identification and traceback include probabdsiiy
sending ICMP messages [5]; mechanisms based on hashing

! - ) ) [6] or packet marking [7]. Also, in this work, we focus on
Fig. 1. The victim (V) is connected to its ISP (ISP-V) through access

router (GW-V ) and an access link (with bandwidffjy. GW-B is a border f'lte”ng at a Smgle rOUt_er' typically at the VICt_Im'S ga@y
router of ISP-V. Attackers are located in various ASes behime attack Looking at the bigger picture, several mechanisms have been

gateways; the total traffic exceeds the capacity proposed to enable filter propagation as close to the attack
source a possible. For example, Pushback [8] enables souter
to propagate filtering upstream hop-by-hop, at the rowges!|
hosted by other ISPs, such as ISP-A. The total traffic comipgTF [9] proposes to communicate filtering information from
from those sources exceeds the total capaCity the victim upstream towards the attack domain, but at the
Filtering is one of the mechanisms that can help to mitigatganularity of AS, as opposed to router.
DDoS attacks and stop the unwanted traffic from reaching theFiltering is not the only mechanism for mitigation of DDoS
victim and consuming network bandwidth along the way. Feittacks. Some of the proposed approaches revisit the basic
example, in Fig.1, the victim can send a filtering requestgo iassumption of the Internet architecture, stating thatyeliest
own ISP-V to block all traffic from ISP-A to the victim. ISP-V can send to any other host, without requiring permission of
responds by placing filters at appropriately chosen gatsyay the receiving host. For example, capabilities which prepos
e.g. GW-V or GW-B. In this paper, we are not concerned witlhat tokens are obtained before establishing a connectittn w
choosing the best gateway within an ISP for placing the §ijtera destination, and that these token are included in eacrepack
instead we look at a single gateway, say GW-V, and how [©0][11] [12] This proposal requires changing the routers o
allocate filters to attackers or attack domains. the Internet and adding new servers and changes the whole
By “filters”, we refer to access control lists (ACLs), whichinternet architecture. Other proposals use overlay mesimasn
allow a router to match a packet header against rules. Etgimplement a similar concept which is to restrict commanic
in the DDoS case described above, the router checks if tien to the victim only through some known well provisioned
packet is going to victimi” and coming from attacking hostoverlay nodes which can filter and detect attacks [13] [14].
A; or the router might check the source IP address and filterUsing filtering could provide a quick solution or first line
out any packet coming from the entire ISP-A. Packet filteisf defense to DoS attacks, until a permanent one is developed
in routers are a scarce, expensive resource because theyaarkis already used today in commercially available systems
stored in the expensive TCAM (ternary content addressalaled anti-DoS services [15]. The downside of filtering is ftsat
memory). A router linecard or supervisor-engine card tgfyc performance heavily depends on being able to identify lattac
supports a single TCAM chip with tens of thousands dfaffic and distinguish it from legitimate traffic, which ion
entries. So, depending on how an ISP connects its clieats easy task. However, it is an available, reactive mechmanis
to its network, each client can typically claim from a fewhat can be used in conjunction with other approaches.
hundred to a few thousand filters — not enough to block theFinally, in this paper, we rely upon data from analysis of
attacks observed today and not nearly enough to block tiwverms, to construct realistic attack scenarios. Internatng
attacks expected in the near future. We formulate two filgeri are older than DDoS attacks, but are relevant for studying
problems: thesingle-tierand thetwo-tier filtering, depending such attacks because they are used as a tool to infect and
on the granularity of packet filtering (or equivalently, theels compromise hosts on the Internet with the attack cliente& Th
of the attack graph considered). In the single-tier case, W®de Red [16] worm is one well-known worm from 2001,
are interested in filtering entire attack gateways, a task fahich contained code to launch a DoS attack on the website
which there are enough filters today; in this context, we se@kwwl.whitehouse.gov), which did not succeed. Recently,
to filter out traffic so that the total traffic arriving at theseveral other worms have been caused huge financial losses,
victim is below the available bandwidth, while maximizingsuch as Slammer [17], MyDoom, Flash worms [18] and others
the preserved legitimate traffic. In the two-tier problemre wand have attracted a lot of researcher’s attention. Pmlexi
are interested in filtering not only attack gateways but al§d5] is also regularly publishing a very informative "Zonebi




Report’, on the most infected hosts per country, netwofdgorithm 1 Greedy Algorithm for the Single-Tier.

service-provider and other meaningful groupings [19]. « Order nodes in decreasing ordgr— W.l.0.9.5 = 1,2,..N from

largest to smallest efficiency.
[1l. FORMULATION OF OPTIMAL ALLOCATION OF FILTERS . Find the critical nodec s.t.: ZJ “lG, + B; < C and

A. General Discussion 120G+ B, >C

| inciol iah id I . fil Allocate filters to nodes = 1, 2,...N as follows:
n principle, one mig t consider a ocatlng ilters at any - =1 forj —1,2,..c — 1 (allow to pass)

level of the attack graph, see Fig.1. There is clearly a trade c-yIZ5 il G;+B;
off between filtering granularity (to maximize goodput) and ~ ~ ¢~ m ((f:ﬁ;er;;m'ter)
the number of filters. If there were no constraints on the i’

number of filters, the maximum throughput of good traffic

(goodput) would be achieved by allocating filters as close to
individual attackers as possible. The gateway in ques@G{
V) faces the following tradeoff. Ideally, GW-V would like to
filter out all attackers and allow all good traffic to reach th
victim. Unfortunately, in a typical DDoS attack, there am@ n Ve
enough filters to individually filter all IP addresses of eka L€t US user; =1 andz; = 0 to indicate whether we allow
hosts. A solution is to aggregate attack sources into aesin@f Plock all traffic from gateway. the problem of optimal
filter: in practice, there are enough filters available tefilat allocation of filters is to choosgr; };":

that granularity. E.g. GW-V could summarize several attack ma ZG' -

sources coming from the same domain, e.g. behind GW-1, !

into a single rule and filter out the entire domains, as shown

in Fig. 2. However, there is also legitimate traffic comingnfr s.t. Z(Gi + B
each domain. Therefore, filtering at the granularity of ckta - ]

gateway-tier causes “collateral” damage to legitimatdfitra 7 €{0,1},i=1,2,.N

that falls into the range of the IP addresses described by fy@ noticed that the filter allocation problem is essentially-
filter. This problem, referred to as the "single-tier filtegf, is 1 knapsack problem [21]. Recall that in the knapsack proplem
studied in section IlI-B so as to preserve the maximum amouRe choose some amony objects' each with proﬁm and a

of legitimate traffic while meeting the capacity constraifttis weightw;, so as to maximize the total profit, subject to a total
turns out to be a knapsack problem that can be solved byyaight constraint. In our case, the objects are the attgckin
greedy algorithm (shown in Algorithm 1). nodes with profits and weights; and G; + B; respectively;

In practice, there are more filter§) than attack gateways and there is a constraidt on the victim's bandwidth. This is
(N < F), but less filters than individual attacker$’ (< well-known to be a computationally hard problem. However,
S, M;) (see Fig. 3). Filtering at the gateway level isve need computationally efficient solutions, because the fil
feasible but causes the collateral damage discussed abeyecation should be decided in real-time during the attack
due to its coarse granularity. Filtering at the attackesigel The continuous relaxation of the problem (wherds no
would preserve the maximum possible throughput but it is ninger binary, but insteadl < z; < 1) can be interpreted as
realistic (due to the high number of attackers as well as dggicing rate-limiters: we allow ratie; of the traffic coming
to spoofing); we still consider it as an upper bound for perfofrom node: to get to the victim. This corresponds to the
mance. A practical and effective compromise between the tW@ctional knapsack problem, which can be solved optimally
extremes can be the two-tier filtering, shown in Fig. 3. In thgsing a greedy algorithm [21]. The algorithm in Algorithm 1,
two-tier filtering, we can choose to filter either at gatewayshown below, sorts nodes in a decreasing order of efficiency
granularity (e.g. filter 1 in Fig. 3) or at attackers’ gramitia GerJ‘B‘,l and greedily acceptsz{ = 1) nodes with the
(e.g. filter 2 in Fig. 3). The optimal allocation of filters tomaximum efficiency, until a critical node which if allowed
individual attack sources, or to entire attack gatewaysedds will exceed the capacity. Traffic from all remaining nodes
on the characteristics of the attack (distribution andristy) s filtered out §; = 0) and installs a rate-limiter to the
as well as on the number of available filters. Furthermore, tg C-y Izt Gi+B;

itical element £. = o TB. 2) to use the remaining
successful containment of the DDoS attack crucially depené‘pacny This requires onIQ(nlogn) steps for sorting and
on the optimization of the filter allocation.

O(n) for filer/rate-limiters allocation.

B. Single-Tier Filter Allocation Notice, that it is impractical to allocate rate-limiters to
all attacking nodes, because rate-limiters are expengve r
sources and require keeping state. Fortunately, the opti-
mal solution of the fractional problem turned out to be

fllters to limit the total traffic below the available capagiso

as to maximize the amount of legitimate traffic that is gettin
through to the victim (because this is what the victim cares
about, e.g. revenue for a web server).

The single-tier scenario is shown in Fig.2. There afe
attacking gateways, each generating both ga@g énd bad
(B;) traffic toward the victim; the total traffic toward the victi
exceeds its capacity’. Gateway GW-V allocates filters to
block the attack traffic towards V. There are enough filtef},ever because the optlmaligitﬁlon operateSati; + B; ~ C, it is the
to allocate to theN gateways. The objective is to allocatesame in practice.

1Technically, maximizingy Gi__ s different from maximizingy_ G;.
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Fig. 2. Single-Tier Filtering Problem Fig. 3. Two-Tiers Filtering Problem

(T1y e, Toy Tet1, - 2n) = (1,...1,2.-1,0,...0), thus us- legitimate trafficG,, and also attack traffic frond/,, attack
ing C' — 1 filters and exactly one rate-limiter, which matchesources. Notice that for simplicity we depart from Eq.(2)

well current router resources. and we consider that attackey generates only bad traffic
S ] b;; and no goodput’;;; instead we consider that the total
C. Two-Tier Filter Allocation goodput G,, comes from different hosts behind gateway

The two-tier problem is the following. Considé¥ attack . W.l.o.g. consider that the attack sources are ordered from
gateways andV/; attack hosts behind attack gatewayi.e. worst to best:b(n,1) > ... > b(n,M,). Therefore, each
the last two tiers in Fig.1. Each attacker contributes botiateway generates total traffig;, = G,ﬁZﬁ”; b(n,i). Before
good (G;;) and bad traffic B;;), i = 1,2..N,j = 1,2..M;. filtering, the total traffic exceeds the victim’s access heidth
x;; € 0,1 depending on whether we allocate a fllter to attacl(capacny)C Zz 1 Cn > C. We are interested in placing
hostj behind gateway. x; € 0,1 depending on whether wefilters across theV gateways, so as to bring the total traffic
allocate a filter to attack-gatewayif z; = 0, then all traffic below C, while maximizing the total goodput after filtering
originating behind GW-i is blocked, and there is no need tov(C, F). Tx (C, F'), can be computed recursively as shown
allocate additional filters to attackefs j),j = 1,2,...M;. in Algorithm 2. The recursion proceeds considering one more

The problem is how to choosgr;}'s, {z;;}’s, given the gateway at a time; the order in which gateways are considered
constraintsC' on the victim’s capacity and on the availablés not important. Letl*(c, f), for i < N, be the maximum

number of filtersF" at the gateway: goodput of the smaller problem, i.e. with optimal placement
N =M of f < F filters considering only gateway$l,2,..i} and
= =it . . < . . .
maa Z Z Gij - iy capacity up toc < C. Assume that, in previous steps, we

have already obtained and stored the optimal solutigfis f)

N ,:;szl considering only gateways, 2, ...n — 1, for all values ofc =
st < (G + Byy) - s - 145 < C 0,1,..C and f = 0,1,...F. ThenT}(c, f) can be computed
o p it Y Wl = (2) from the Bellman recursive equation (line 23 of Alg.2):
=N =N j=M1i
1_%—'—22 1—xz;) <F j=e .
= = o Ti(e.)= max Tii(e—(Co= D b(n.9)).f~a)+Cn
Ti, Tij € {071}722 1,...N, j:17~-~7Mj J=0 A3)

The two-tier problem is harder than the single-tier onesiti Intuition. In stepn, we consider gateway together with

a variation of the cardinality-constrained knapsack [2jd the previous gateways 2,...n — 1. The f available filters are
the optimal solution cannot be found efficiently. In this pgp SPlit among two groups of gatewaygt, 2,..n — 1} and {n};
we formulate the problem using dynamic programming arl< f filters are assigned to gatewayand the remaining —x
compute its optimal solution as a baseline for comparisofiiters are assigned to the previous gatewgys2,..n — 1}.
However, the dynamic programming algorithm is Computghex filters assigned tGGWn are used to block the worst

tionally expensive and cannot be used in real time; we aagackers. Thereforey = b(n, ’) bad traffic is blocked and
currently working on developing efficient heuristics. the remainingC'(n) — ;:g b(n,j) = G, + Ej M b(n, 5)

Definitions Consider the two-tiers configuration, showrraffic goes throughdwnunftlte,ed in line 24), consumlng
in Fig. 3. There areN gateways. A gateway: generates part of the total capacity. The remainingf — z filters are



optimally assigned to gateways?2,..n — 1. Recall that we Algorithm 2 Dynamic Programming (DP) Formulation for the
have previously obtained and stored the optimal solutiod¥o-Tiers Filtering Problem

Tr_(c, f) considering only gatewaysl, 2, ...n — 1}, for all 1 for n =1,2,..N do

¢ and f; therefore, we already know the best allocation of¥  Tale=0:=0 N o N g <o
[ — « filters across gatewayfl, 2, ...n — 1} and we can get i, f=0)= {02"1 " ljthze:r\T;\;sle "
the maximum goodpuf;; _, (c—(C(n)— §i§ b(n, j)), f—=). : end for

We consider all possible values afand choose the value
among0 < z < f that maximizes goodput (line 33 in Alg.2).
There are some values ofthat deserve special attention:

o T

before, enhanced by the goodput of the current gatew
Tr (¢ = Ch, f) + Gy (maz0 in line 12 of Alg. 2).

n—1

n is filtered out and all goodput comes from the previous?

3
4
5:
6
7
8

0 means that we assign no filters to gatewa)igf
n, in which case our best goodput is the same ag-

aE
2 = 1 means that we assign exactly one filter to gatewaigﬁ
n, either at attacker or at gateway level. If we assighé:
this filter to an attacker, it should be the worst attackegf
b(n,1) (line 16 in Alg.2). If this one filter is assigned to 19
the entire gateway, then the entire traffic from gateway 20:

2:
gatewaysl'_,(c, f —1) (line 18 of Alg.2). We compare 23

: for n € [1,N] do
for ¢ € [1,C] do
for f € [1,F] do
/* z out of f filters are assigned t&W,, */

[* assignz = 0 filters to GW,,*/
max0 =T}_,(c—Chn, ) +Gn

[*assignz = 1 filter to GWy,*/
/* ...either at gateway level*/
maxlgw =Ty _1(c, f—1)

/* ...or at attacker level*/
maxlety =T (¢ — (Cn —b(n,1)),f— 1)+ Gn
mazl = maz{mazlgw, mazlas}

max = maz{maz0, mazl}

[* assignz > 2 filters at attack level. */
for « € [2, min(f, My)] do

the two options and choose the one that maximizes ti2é: JWNunfittered = Cn — 271 b(n, )

n

. . 25: if ¢> JUWNyn filtered then
overall gc_)odp_utqémxl_ in line 19 of AIg.Z). _ 26 termp e T e — gunanpittereds f — @) + Gn
« We consider increasing values ofuntil we either run »7. else
out of filters ¢ = f) or we filter out all attackers in 28: Ctie?m =0
i _ i 29: end i
th|§ gatewaysg = Mn). Therefore,x can increase up to %0 it temp > maz then
mm{f, Mn} (line 23 in Alg. 2). 31 max := temp
Other technicalities in Algorithm 2 include the initializa gg ;Q‘J(';ff) o
tions (lines 1-3) and assignir* = 0 to infeasible problems 34 end for
(line 32" case and line 28). 35: end for
end for

Optimal SubstructuréWe are able to compute the 0ptima|36:
solution using dynamic programming (DP) because the prnﬁ?
lem exhibits the optimal substructure property.

Proposition. If a* is the optimal solution for problem . . . i
(n.c, f), then it contains a part;, ., C a* (correspond- Ass_ume thatb, and notay,, , 4, is the optimal filter
ing to the filters assigned to the first n-1 gateways) whi@ssignment for the smaller probletn — 1,C — (C,, —

must also be the optimal solution for the smaller problemyj—o 2(1:4)), f — ). Then, by definition of the optimal
(n—1,C — (Cy — =" b(n, §)), f — ). filtering, it achieves larger goodput than the substructure

Proof. a* is the o?atimal solution for problenin, ¢, f), U1 2.1y Tno1 = T|,>T 2y

achieving maximum goodpuf’ (c, f).2 This solution (filter We can now construct another solutiahfor the larger
assignment) must have two patts= (a}, , ,,_y:aj,;)- The problem(n, ¢, f) as follows. Replace the first part, , ,,_,

first partay, , , ,, describes how filters are placed acrosgf a* with b, for assigningf — u filters up to gateway: — 1,
gateways(1,2,..n — 1}. The second party,; describes how which would fit within capacityC' — (C,, — 37— b(n, j)).
filters are assigned to gatewdy:} only. Let's look at the Then, do exactly the same assignment as the DP would do, in
optimal solutiona*: it assigns some number of filters)(to  EQ. 3, for assigning the remaining filters to gateway. This
gatewayn and the remainingf(—z) to gateway0, 1, ..n—1}. newly constructed filter assignmehhas two partg = (b, d3)

This means thad~7=( b(n, j) out of C,, traffic is filtered that con_tribute to _the total goodput.

out at gatewayn and the remaining’, — §i§ b(n, §) is The f|rst_partb is over gatewayg1,2,..n — 1_}. We con-

left unfiltered. The two parts contribute tO0 the maximuritructed this part to be the same as the optimal assignment
throughput as follows: of f - filters over gatexvays{l,z, .n—1}, W|th avallgble
capacity C — (C,, — Y= b(n,j)). Therefore it achieves

j=0
optimal goodputZ“|b =Tr ,>T . The second part

end for

"
{1,2..n—

do is an assignment over only gatew&y}T}We constructed it
to do exactly what the DP would do at stepwith x available
filters: either filter out the worst: attackers of gateway.
(i.e. attackerd(n, 1)...b(1, x)) or filter out the entire gateway

T, f):=T +T

"
A1.2. .n—1}

a*:T

A iny

2q* will have the form of a vecto(1, 0,0, ..., 0, 1); 0/1 describes whether
an attacker or gateway has been filtered out or not; the attseind gateways
should be listed in the same order they are considered in the DP
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Fig. 4. Improvement from using optimal filtering for variousaak intensities 0.9 is fixed for all attacking nodes

(% of attacking nodesi3/(G + B)). We considemn = 1000 attacking nodes,
all sending at the same rate (10Mbps).

for (single) gateway tier andl* is the optimal (single)

(if = = 1 is assigned at gateway level). Therefode,is by attack tier filtering. Single-tier filtering does not have a
construction the same assignment as the DB's= a(,,;- and constraint on the number of filters _apd is only .constrained
results in the same goodplj[‘;|d2 =T|,. by the “collateral damage” on legitimate traffic.

{n} « As f 1, T converges toA*, the optimal solution for

Therefore, we constructed a solutiegh= (b,ds) which

performs better than the DP solutian attacker’s single tier, without a constraint gn

IV. SIMULATIONS

+7, =T

Y10 no1} “ny

4

ar A. Single-Tier Atrtificially Generated Scenarios

This is a contradiction because we assumed thatvas an We considered a wide range of scenarios and here we

optimal solution for the bigger problern, c, f). Therefore showcase some representative results. Let us fix the number
the substructurey, , ,, of the optimal solutioms* has to N of attack nodes; we considered = 10,100, 1000. We
bemeommwsmmmn%rmesmmbrmoman B control the intensity of the attack through a simple model
Cost of the Dynamic Programming.omputing the optimal with three parameters. (i) the bandwidth at which each node
solution valueT};(C, F') using dynamic programming (DP)sends is a configurable parameter. (i) x% of the nodes tleat ar
can be seen as filling up a table of sixe C'- I. For realistic attacking and the remaining (100-x)% send legitimate traffi
(large) values ofV, C, I this can be prohibitively large, both (jii) attacking nodes have all the same bad-to-overalffitraf
from a run-time and from a memory point of view. Whileratio H = the legitimate nodes have ratlo- H of bad
the number of gatewayd’ can be moderatg, (normalized to overall.
in units of the smallest attack rate) ard (in the order of Fig.4 shows the results foN = 1000 nodes, which all
thousands or tens of thousands) can be quite large in peactigend at the same rate (10Mbps). We consider all combinations
An idea might be to work with coarser increments@fand of = ¢ {0,100}% and H € (0.5,0.9) and we look at the
F' - which brings us already in the realm of heuristics fogifference in the % of good traffic on the congested link,
the DP, not addressed in this paper. Nevertheless, congputizfore and after optimal filtering. The figure shows thateher
the optimal solution is still important as a benchmark fok always improvement, with the best improvement (40%)

| 7| 47, ST
d b {n}

B .
B+G?

evaluation of any proposed heuristic. achieved when 50% of all nodes are attackers, sending at
Properties of the Optimal Solutiorkrom the simulations g — % =0.0.

in section IV-D, we made some preliminary observations. Then, we also vary the sending rate of each node. We
E.g., we compared the two-tier with the attack-tier-onlyandomly pick 10%, 50% or 90% of the nodes to have 10
and the gateway-tier-only filtering. Lé&tn (C, f), Gn(C, f),  times more bandwidth than the rest (i.e. 100Mbps). The reaso
An(C, f) be the maximum goodput achieved by the optimale look at heterogeneous bandwidths is that a node should be
placement off filters acrossN gateways, considering two-filtered based not only on the ratig”, but also on its total
tier placement, single-tier placement at gateways andesingontributionB+G to the capacity of the congested link. Fig.5,
attackers respectively. For the same attack scenario: shows that optimal filtering significantly helps in this case
e Tn(C, f) > An(C, f) andTn(C, f) > Gn(C, f). This 1) Varying the number of attacking nodel this section,
is expected, because by definition, the optimal solutiome increase the number of nodes and we are interested not only
of the two-tier problem considers placing all filters ain the % of good traffic preserved, but also in the number of
gateway and attack level, as special cases. filters required. We compareptimal filteringto 3 benchmark
e« G* < T < A* where: G* is the optimal filtering policies:



TABLE |

100‘ —~‘— Uniform Re;te Limiting CODE-RED SCENARIOS
g 90 Random Filtering |
g sof T OpimalFitermg )] Code Red | Code Red Il
B Country GW % of % of % of % of
e Good Bad Good Bad
g r Traffic Traffic Traffic | Traffic
¢ 1 from [20] | from [16]
b= USA 1 36.27 43.9 36.2 45.9
) Korea 2 5.8 115 0 12
= China 3 18.35 10.3 24.1 0
§ Taiwan 4 2.46 6.1 2.4 16.7
Canada 5 3.64 5.4 3.6 5.4
10600 20600 30600 40600 50000 UK 6 6.74 5.2 6.7 53
Total Number of Nodes Germany 7 8.4 5.1 8.4 5.2
) o Australia 8 25 4.3 25 11
(a) % Good Traffic Preserved after Filtering Japan 9 13.01 4.0 14.2 0
« 10° Netherlands| 10 1.93 4.1 1.9 8.4

[| = = = Optimal Filtering (32Kbps)

—e— Optimal Filtering (64Kbps) r
B T o & wa i e Ui / attackers are evenly spread behind= 1000 gateways (as
(7.0 R in Fig. 1) and we allocate filters to gateways, not to indiadu

attackers. The results are shown in Fig. 7. The optimal polic
again outperforms the others: it preserves significantlyemo
good traffic while using much less filters. However, there are
several differences from filtering at the attackers’ tidrdae
to the coarser filtering granularity. First, we need lesgrsit

‘ ‘ ‘ ‘ but the % of preserved traffic drops below 50% in the case of
10000 O o000 es (0000 80000 larger number of attackers. Second, the number of filterd use
by the optimal policy increases fast up to around 90% and
then saturates, because otherwise all traffic would be btbhck
Fig. 6. Performance of Optimal Filtering for the attackersedier. Third, the max-min policy performs much worse now; also
from a practical point of view, the uniform and max-min
C by policies are less attractive, because they use rate-isnde

to make sure the total

Total traffic’ . : traffic  doesy)| nodes, which is unrealistic.
not exceed the capacity. Notice, that this policy is

equivalent tono filtering in terms of percentage of goodB. Realistic Attack Scenarios

Number of Filters

(b) Number of filters used.

e Uniform rate limiting rate-limit all nodes

to overall traffic on the congested link. First, we used data from the analysis of two recent worms,
« Random filtering randomly place the same number otode-Red [16] and Slammer [17] to construct realistic #ttac
filters as the optimal policy. distributions as in the single-tier section. Another seuof

« Max-min rate limiting admit the low-rate nodes firstdata we used for the attack traffic distribution is Zombie
while allocating the same bandwidth to the high ratreport [19] published by Prolexic [15]. This report congin
ones; then distribute the excess capacity fairly among thfe percentage of bots, grouped per country, network, ISP
unsatisfied remaining nodes. and other meaningful groupings; we use the data referring

We vary the number of attackers (from 1000 to 50000 the number of infected hosts per country. We assume that

and we allocate filters to individual attackers (attackerse- if a victim is under attack that traffic would come from ten
tier problem §. In Fig6, optimal filtering clearly outperforms countries. We consider the ten first countries and assume
the other policies: it preserves more good traffic using leizat they are behind ten different gatewaysThe distrilouab
filters. However, the number of filters increases linearlyhwi attack traffic for the Code-Red, Slammer Zombie scenario is
the number of attackers, which clearly does not scale forsammarized in the last column of Tables I, Il and III.
large number of attackers. We consider a typical victim — a web-server with 100Mbps
To deal with this scalability issue, we solve the one-tigaccess link. We also consider that each country is in a difiter
problem at the gateway level. We consider again an incrgasifiS, thus is behind a different gateway; we then use the
number of attackers (from 1000 to 50000), but this timgumber of attack sources per gateway, as reported in [16],
[17], [19] 4 and shown in the4?” column of Table I. For
3In this simulation scenario, we vary, but we make sure that the total the Iegitimate traffic, we use the breakdown of Internet siser

good traffic is below the capacity (in particu@f’ G; = €), because this is ; :
the practical case of adequate provisioning. To constnuim |n assignment, per country rEported In [20] and shown in th&? column

we assignS” over half of the nodes assignirg to every other node and we Of Table I, Il and Ill. We consider that both attackers and
randomly pickN/2 nodes and assign them bad traffic. We make sure that the
total traffic emitted by each node is no more than its maximum 22e €4, 4In [16] 80% of the total attack comes from 10 countries; weritigted

or 128 kbps) the rest 20% of the attack uniformly across the lower 8 coesitri



TABLE I

SLAMMER SCENARIO: ATTACK LAUNCHED BY A POPULATION OF HOSTS o0 e R e g i
INFECTED BY A WORM SIMILAR TO SLAMMER. g oo —>— pimaltitenng |
‘E 701
Country GW || % Good Traffic | % Bad Traffic g 60
USA 1 36.3% 44.6% g
South Korea| 2 5.8% 13.6% e
China 3 18.5% 8% -
Taiwan 4 2.4% 5.7% 2
Canada 5 3.6% 4.6%
Australia 6 2.5% 4.2% ©Tooo0 20000 30000 400600 50000
UK 7 6.7% 3.8% Total Number of Nodes
Japan 8 13.9% 3.5% ) I
Nethe?rlands 9 1.9 OA: 3 30/2 (a) % Good Traffic Preserved after Filtering
Unknown 10 8.4% 8.7% 1100
Total 100% 100% |

1000
TABLE Il 900[- ;Y
PROLEXIC SCENARIO: ATTACK LAUNCHED BY A BOTS POPULATION, 8oor 1
700" 1

SIMILAR TO THE ONE IN THE PROLEXIC ZOMBIE REPORT. 600}

Number of Filters

Country GW || % Good Traffic | % Bad Traffic 00l
Cgs ; iggzﬁ’ ii'ng) 300 —— Uniform & Max—Min (32 — 64 — 128Kbps))|
na 070 070 200} —e&— Optimal (32Kbps)
Germany | 3 85 % 13.5% et o8
France 5 4'590/;) 8-5(;; % o000 zg_oooLN bsomf)([)\‘ y 40000 50000
. . otal lumber of jodes
Brazil 6 4% 7.5% )
Japan 7 13_9;% 7_50/2 (b) Number of filters used.
e o o
Phlgltljy)sgir;es g 1]?;'322% 2202 Fig. 7. Performance of Optimal Filtering for the gateways’ diee (1000
Malaysia 10 1.8% 5'5% gateways, same number of attackers behind each gateway).
Total 100% 100%

optimal filtering preserves 100% of the good traffic. As the

legitimate users send at the same rate (32kbps, 64kbps”HFnber of attackers increases, the % of good traff@c pre_derve
128kbps), corresponding to upstream dialup/dsl. Thegefér droPs; e.9. for 1000 users and 10000 attackers, optimalridfe
the total number of legitimate users& and that of attackers Préserves 55% of the good traffic. This is because filtering at
is M, then the amount of good and bad traffic coming frorii1e gateway level is based on destination addr.ess aqd domam
gatewayi is G; = N- (% users behind gateway - (rate) and source gddres;; b_etter results coulq be_ achieved if a finer
B; = M- (% users behind gateway - (rate). Our rationale grgnu_la_nty of filtering coulq be applle_d. (i.e. source acddre
is that the number of legitimate users is representative @ individual attackers), as in the multi-tier case later.
the legitimate traffic coming from each country. We use the Fig. 8(b) shows the % of the capacity of the congested link
number/percentage of legitimate users, to compute the otlpt consists of good traffic. When the number of attackers
total good traffic generated by each gateway. The resultifscomparable to the number of legitimate users (e.g. 10000
summarized in the third column in each attack scenario. attackers and 10000 users), we observe that the optimal
In summary, we construct three realistic attack scenariBéering preserves 25% more good traffic, which increases th
using data from [20] as well as from the analysis of code-ré¥grcentage of good traffic on the congested link from 50% to

worm, slammer worm and the zombie report. 75%. However, at the extremes where the number of legitimate
. _ users is much smaller (e.g. 1000 users and 10000 attackers)
C. Results for Single-Tier or much larger (e.g. 10000 users and 1000 attackers) than the

We simulated the Code-Red scenar@o@eRed + columns number of attackers then the optimal filtering increases the
3 and 4 of Table 1) for a number of legitimate usé¥sfrom Preserved good traffic only marginally ( 10%).
1000 to 10000 and attackefd from 1000 to 10000, and we The improvement achieved above was moderate, because all
compared the amount of good traffic preserved without agpteways had both good and bad traffic. If there are gateways
filtering and with optimal filtering. The results are shown ihat carry only good or bad traffic, then filtering would beeabl
Fig. 8 for 32Kbps sending rate. (The results for 64kbps ara better separate good from bad traffic and further improve
128kbps show similar trends and are omitted here). performance. To demonstrate this, we modify the distrimsti

Fig. 8(a) shows the % of good traffic preserved. When tief good and bad traffic per gateway, as shown in scer@oite
total good traffic is less than the capacity of the congest&ed Il — 5" and 6" column of Table I. This modification
link,% and the number of attackers was between 1000 and 200@ps to real life scenarios in which a certain website has

only customers in some, but not all, countries (ASes). Also i

®When the good traffic exceeds the capacity, we cannot pred@ of i reasonable to assume that the attacker will not be able to
it. This can be seen as a combination of a flash-crowd and a DBa&kaln . h . h I . h h
the rest of the paper, we focus on cases where the good trafficibt exceed COMPromise osts In ASeS that span a count_rles, thus there
the capacity (which is the case with normal operation and gwodisioning). are some gateways with only bad or good traffic.
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We used the same simulation setup as for Guele-Red | Fig. 9. Performance of Optimal Filtering for scenario Code Red
scenario and the results are shown in Fig. 9. The trends are
similar but the improvement is more substantial: the capaci
of the congested link used by good traffic improves up to
50%. In the case of 10000 legitimate users, optimal filtering
allows only good traffic through the congested link until the
capacity is used. The same behavior can be observed for 5000
legitimate users with 64Kbps and 128Kbps rates.
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D. Results For Two-Tiers

Figures 10, 11, and 12 show the performance of optimal
two-tier filtering for the Code-Red scenario, Slammer and
Zombie scenario respectively. In all three cases, we iserea
the number of attackersand we look at how well filtering can
handle the increasing attack traffic. The performance ogetri
of interest are (a) the % goodput preserved after filtering) an
(b) the number of filters used in the process. As a baseline
for comparison, we also show the performance of the optimal 140
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single-tier filtering at gateway and attack level. rol |~ Optimal D (56 Frers)
In all three figures, the optimal solution performs simifarl o |72 ohmacwrer
although they are based on different distributions of good a £
bad traffic. As expected, filtering at attackers’ level (plaed E 8
line) gives the upper bound for the preserved goodput. khdee S w0 1
one can preserved 100 % of the good traffic by filtering out £, o~
each individual attacker (assuming there are no hosts that = "
produce both good and bad traffic) but requires as many filters
as the number of attackers, which is impractical. Filteratg % 70 80 90 100 110 120 130 140 150
the gateway level (shown in dashed green line) provides a Number of Atacers
lower bound to the preserved goodput (because it filters out (b) Number of filters used.

together both good and bad traffic behind the same gatewgy) 10. performance of Optimal Two-tier Filtering for the @&ed scenario.
but uses a small number of filters. Two-tier filtering lies in
the middle (blue curves): it provides a graceful degraaatib
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Fig. 11. Performance of Optimal Two-tier Filtering for the Blaer scenario. Fig. 12. Performance of Optimal Two-tier Filtering for the Zambcenario.
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