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Abstract—We study the joint source channel coding problem For completeness, we also consider the dual problem of
of transmitting an analog source over a Gaussian channel in transmitting a Gaussian source with side information available
two cases - (i) the presence of interference known only to the o)y 19 the receiver, where we show an HDA version of Wyner-

transmitter and (ii) in the presence of side information known i di This is similar to th h 2 d .
only to the receiver. We introduce hybrid digital analog forms iv coding. This is similar to the scheme in [2] and again uses

of the Costa and Wyner-Ziv coding schemes. Our schemes arefandom coding arguments instead of nested lattices.

based on random coding arguments and are different from the ~ The paper is organized as follows. In Section II, we first
nested lattice schemes by Kochman and Zamir that uses dithered discuss the problem of transmitting an i.i.d Gaussian source
quantization. We also discuss superimposed digital and analog j, the presence of a Gaussian interference known only to

schemes for the above problems which show that there are the t itter. We di th log Cost di h
infinitely many schemes for achieving the optimal distortion for € transmitter. VW& diSCuss the anaiog Losta coding scheme

these problems. This provides an extension of the schemes bydnd also the hybrid form of costa coding in this section. In

Bross et al to the interference/side information case. Section lll, we discuss similar schemes for the Wyner-Ziv
problem and in Section IV, briefly consider the combination
|. INTRODUCTION AND PROBLEM STATEMENT of Costa and Wyner-Ziv coding. In Section V we study the

performance of these schemes when the SNR of the channel is

For the classical problem of transmitting samples of different from the designed SNR. In Section VI, we consider
an ii.d Gaussian source X uses of an additive white the problem of transmitting a Gaussian source in the absence
Gaussian noise channel (AWGN), there are many approaclésan interference, but when the channel bandwidth is smaller
to obtain the optimal performance. Recently, it was showthan the source bandwidth and show how the HDA Costa
by Bross, Lapidoth and Tinguely [4] that there are infinitelgoding scheme is useful. Finally, in Section VII, we consider
many schemes that contain pure separation based schemeta@croblem of broadcasting a Gaussian source to two users
uncoded transmission as special cases. through AWGN channels and propose a joint source channel

Here, we first consider the problem of transmittidg coding scheme based on HDA Costa coding.
samples of the source through an AWGN channel in theWe use the following notation in this paper. Vectors are
presence of an interferer known only to the transmitter. Wkenoted by bold face letters suchasUpper case letters are
introduce a hybrid digital analog (HDA) Costa coding schemsgsed to denote scalar random variables. When considering a
where the source is not explicitly quantized, which is optimasequence of i.i.d random variables, a single upper case letter
We also show that there infinitely many schemes similés used to denote each component of the random vector.
to that .for the case without the. interference. We dis_cgss Il TRANSMISSION OF AGAUSSIAN SOURCE OVER A
appllcatlgns of this HDA Costa coding scheme for t_ransmlttlngbAUSSIAN CHANNEL WITH INTERFERENCE KNOWN ONLY
a Gaussian source in the presence of a channel signal to noise AT THE TRANSMITTER
mismatch and in broadcasting a Gaussian source to two users
with different SNRs. We show that the HDA Costa coding
has advantages over digital Costa coding schemes in the
applications. The HDA Costa coding scheme is related to th
scheme considered by Kochman and Zamir in [5], althoug X v
this was developed independently. The proposed scheme Encoder Decoder |——
based only on random coding arguments and does not u
nested lattices like in [5]. As a result, the relationship between
the auxiliary random variable and the source is made MGG, 1. Block diagram of the joint source channel coding problem with
explicit. We also consider the non-asymptotic SNR case unlikeerference known only at the transmitter.
in [5]. Further, the performance of this scheme in the presence
of SNR mismatch is analyzed. We first consider the problem of transmittimlg samples
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of a real analog source € RY, wherewv;’s are independent coding schemes to be discussed in the next sections have
Gaussian random variables with ~ N'(0,02) in N uses of advantages over the separation based scheme discussed in such
an AWGN channel with noise varianee in the presence of a situation.

an interference € RY which is known to the transmitter but
unknown to the receiver. Further, let us assume thatare

a sequence of real i.i.d Gaussian random variables with z&o
mean and varianc€ and let the input power to the channel
E[z?] be constrained to b&. The problem setup is shown
schematically in Fig. 1. The received signais given by

Hybrid Digital Analog Costa Coding

Let us now describe a joint source-channel coding scheme

where the source is not explicitly quantized. We refer to this

scheme as hybrid digital analog (HDA) Costa coding for which

y=x+s+w (1) the code construction, encoding and decoding procedures are
as follows.

wheres is the interference a”d’ IS the AWGN. We first define an auxiliary random variatile given by

The optimal distortion of —~ +P can be obtained even

in the presence of the interference by using the following U=X+aS+xrV (4)
(obvious) separate source and channel coding scheme.

A. Separation based scheme with Costa coding (Digital Coé’éﬁ‘etrex ~N(0,P) and X, S andV are pairwise indepen-
Coding)

We first quantize the source using an optimal quantizerl) Codebook generation: Generate a random ii.d code
to produce an indexn € {1,2,...,2N%}, where R = booki/ with 2V %1 sequences, where each component of
%bg (1 + %)_6, Then, the index is transmitted using Costa’s each codeword is Gaussian with zero mean and variance
writing on dirty paper coding scheme [7]. Since the quantizer P + o*Q + 07
output is digital information, we refer to this scheme as digital 2) Encoding: Given as andyv, find au such thatu, s, v)
Costa coding. We briefly review this here to make it easier to ~ are jointly typical with respect to the distribution ob-

describe our proposed techniques later on. tained from the model in (4) and transnit= u —as —

Let U be an auxiliary random variable given by kv. If such anu cannot be found, we declare an encoder

failure. Let P., be the probability of an encoder failure.
U=X+as @) From standard arguments on typicality and its extensions

where X ~ A/ (0, P) is independent of anda = ﬁ- to the infinite alphabet case [11], it follows th&f, — 0

We first create anV-length i.i.d Gaussian code bodk as N — oo provided
with 2NU(UY)=9) codewords, where each component of the
codeword is Gaussian with zero mean and variafeea?Q. Ry > I(U;S,V) (5)
Then evenly (randomly) distribute these oY% bins. For = h(U)-hU|S,V) (6)
egchu, let i(u) be the index of thg bin containing. For a — U) - h(X]|S,V) @)
givenm, we look for anu such thati(u) = m and(u,s) are
jointly typical. Then, we transmikt = u— as. Note that since = h(U) - h(X) (®)

(u,s) are jointly typical, from (2), we can see thatls and _ 1
satisfies the power constraint. 2 P
The received sequengeis given by

U (9)

where the results follow becausé = U — oS — kV
y=x+s+w 3) and X LS, V. Notice that when a that is jointly typical
with s andv is found,x satisfies the power constraint.
Decoding : The received signalys= x+s+w. At the
decoder, we look for am that is jointly typical withy.
If such a uniqueu can be found, we declare as the
decoder output or, else, we declare a decoder failure.
Let P., be the probability of the event that the decoder
output is not equal to the encoded(this includes the
L by a proper choice of and . probability of decoder failure as well as the probability
\/\7h|le the above scheme is straightforward, in the following of a decoder error).
three sections we show that there are a few other joint source In order to analyzeP,,, consider the equivalent com-
channel coding schemes, which are also optimal. In fact, there munication channel betwedr and Y. Notice that we
are infinitely many schemes which are optimal. Although, have in effect transmitted a codewondfrom a random
these schemes are all optimal when the channel SNR is known i.i.d codebook for with 2V%: codewords through the
at the transmitter, their performance is in general different  equivalent channel whose outputys Again, from the
when there is an SNR mismatch. The joint source channel extension of joint typicality to the infinite alphabet case,

At the decoder, we look for a that is jointly typical with 3)
y and declarei(u) to be the decoded message. Sidte=
1log (1+ L) — e, the distortion inv given by D(R), where
D is the distortion rate function. For a Gaussian source and
mean squared error distortiaB(R) = 02272% and, hence,
the 2overall distortion can be made to be arbitrarily close to




4)

some explanation. The scheme is not entirely analog in that
the auxiliary random variable is from a discrete codebook.

P., — 0 asN — oo provided that

[U:Y) > I However, in contrast to digital Costa coding, the source is
I(U;Y) = hU)-nrUY) not explicitly quantized and appears in an analog fashion in
= h{U)—-hU—-aY[Y) the transmitted signat. This is the reason for calling this as
= WU)—h(X+aS+rV—aX —aS — aW Costa coding and this has some interesting consequences
WU — h(sV + (1 — )X — aW]|Y) w&ry are discussed in the following section.
other feature of the HDA Costa coding scheme is that it
Now, let us choose does not make use of binning, rather it needs a single quantizer
P codebook that is also a good channel code. In practice, this
= Pio2 (11) may have some impact on the design since there are ensembles
p2 . of codes that are provably good quantizers and channel codes.
K? = (12) In the Gaussian case, good lattices that are both good for

(Pro?)oi ot
For the above choice af, it can be seen that
E[(kV+(1-a)X —aW)Y] =0

and, hence, (10) reduces to

coding and for quantization are known. The binning approach

however, requires a nesting condition. That is, the big code

much be a good channel code, but it much contain a subcode
(and its cosets) that must be good quantizers. This may be a
more difficult condition to obtain in practice.

IU;Y) = hU)—=h(EV +(1-a)X —aW) C. Generalized Hybrid Costa coding
1., P+4a?Q+ k%02 . . . .
= 3 log —p_. (13) In the previous section, we described a technique where the
— €

source was not explicitly quantized. Here, we show that the
source can be quantized to any rdte< C, the capacity of
the channel and yet optimal performance can be obtained.

The main idea is to initially quantize the soure¢o v* at a
rate R,that is strictly lesser than the channel capacity, using an
qopumal vector quantizer. Lat = v — v* be the quantization
error vector.

We next define an auxiliary random varialilegiven by

Hence,P., can be made arbitrarily small as long as
P+ a%Q + k20?2
P—e
Combining this W|th the condition for encoder failure
P., and P., can both be made arbitrarily small provide
1., P+a?Q+ k%02 P+ a%Q + k%02
92 log ———F— T pP—_e

1
Ry < = log (14)

D <R < %1 og
(15)

Therefore, by choosing an, 0 < e <eandRy =

1log M we can satisfy (15) and make, — " (PMQ) i

0 andP., — 0 asN — oc. Pto2

Estimation: If there is no decoding failure, we form théndependent

final estimate ofv as an MMSE estimate of from 1) Codebook generation: Generate a random i.i.d code

[y u]. This is given by, book ¢/ with 2N1(UY) sequences, where each compo-

nent of each codeword is Gaussian with zero mean and

U=X+aS+rFE (18)

where X ~

gOP ) E ~ N0,022 2Ry and k2

P*"PU o?2%%) AIsz S andE are

2
Koy

= (u—ay) (16) varianceP + o2Q + k302272E. These codewords are
P—e uniformly distributed |n2NR bins and this is shared
The distortion is then given by, between the encoder and the decoder.
2) Encoding: Letm be the quantization index correspond-
. o2 j2) o2 ing to the quantized source*. Let i(u) represent the
E[(V-V)’] = . +U% Jrp— Jrv% +d(e) (17) index of a bin that contains. For a givenm find an

u such thati(u) = m and (u, s, e) are jointly typical
with respect to the distribution in model (18). We next
transmit the vectok = u — as — x;e. Note that since
(u,s, e) are jointly typical, from (18), we can see that

with §(e) is vanishing for arbitrarily smalt.
If an encoder or decoder failure was declared, we set
the estimate ofv to be the zero vector. However, as

shown above the probability of these events can be made
arbitrarily small and, hence, they do not contribute to the 3)
overall distortion, which can be seen to be arbitrarily
close to the optimal distortion achievable in the absence
of the interference.
We have presented a joint source channel coding scheme in
the presence of an interference known only to the transmitter.
The use of the term hybrid digital analog Costa coding needs

x | s, e and satisfies the power constraint.

Decoding : The received signalys= x+s+w. At the
decoder, we look for am that is jointly typical withy.

If such a uniqueu can be found, we declare as the
decoder output or, else, we declare a decoder failure.
Next we make an estimate effrom u andy.

We can see by similar Gelfand-Pinsker coding arguments
thatR < I(U;Y) — I(U; S, E). Note



Here we first quantize the source at a ratefok C and
let the quantization error be = v — v*, wherev* is the

1U;Y) — 1(U;S,E) reconstruction. The first stream in Fig. 2 is a digital Costa
h(U|S,E) = h(U]Y') encoder that encodes the quantization index by treatiag
= WMX)—-hU—-aYlY) interference and the channel noise and the second stxgam
= WX)—h(kiE+(1—a)X —aW|y) @S independent Gaussian noise. A poweofo2)(1—-272F)
is used in the first stream.
h(X) = h(s1E + (1 - )X —aW) In the second stream, the quantization ersois encoded
= 110g( P (19) using an HDA Costa coding scheme and a powel Bf+
2 k3022728 4 (1 — a)?P + 0207 ]’ 52)2-2R 42 s used. The auxiliary random variable is chosen
> R asu = Xpec + Xec + s + ke , wherexy. IS chosen to be

This shows that we can decode the codewardith a |n.dependent t.cxc, s ande. le +(Sp'ffgf_?ft_flterferencef This
very high probability and we can decode the messa§®es the optimak = \/p+gz = . The optimal

m = i(u) andv*. distortion can then be obtained @5 = :
4) Estimation: If there is no decoding failure, we form the

2
final estimate ofv as an MMSE estimate of from T

Ué‘,
2y9—2R_,2
14 ExeDz oo

[y u v*]. The estimator is linear and the estimationpr"2
o 2 ) I1l. TRANSMISSION OF AGAUSSIAN SOURCE THROUGH A

error ine Is { 7 | + d(¢). Sincev = v* + e and  c{ANNEL WITH SIDE INFORMATION AVAILABLE ONLY AT

v* is decoded correctly with a high probability the THE RECEIVER

error in estimatingv, D = 1;7; + &(e). Choosing In this section we cqnsider_ the problem of sending an «_':malog

a2 source over a Gaussian noise channel when the receiver has

e arbitrarily smalld(¢) — 0 and D = (ﬁi) some side information apout th_e source. .This proplem is a

o2 dual of the problem considered in the previous section and is

It must be noted that this scheme is an intermediag@nsidered here for the sake of completeness. The following
between digital costa coding scheme with the maximufi¢hemes can be shown to be optimal for this case.
possible bins equal to the capacity of the channel and g4 ration Based Scheme with Wyner Ziv Coding (Digital
the analog Costa coding scheme with no bins. Thus ‘Wyner Ziv Coding)

can get a family of schemes with varying bins for the ; ) i )
Gaussian channel. One strategy is using a separation scheme of Wyner-Ziv

coding followed by a channel code. This coding scheme cannot
D. Superimposed digital and analog Costa coding schemeimprove the distortion performance when the actual SNR
of the channel is better than the designed SNR. We briefly
explain the digital Wyner-Ziv scheme and then establish our

S . ) . : .
information theoretic model for the analog Wyner-Ziv coding
using random coding arguments.

* Costa
v Xc X w
Encoder
Source
V——
Encoder N
e HDA Costa Xhe v Encoder X (+) Y Decoder v
Encoder
S

Fig. 2. Encoder model for superimposed coding

Recently in [4] Bross Lapidoth and Tinguely considerefg- 3. Block diagram of the joint source channel coding problem with side
' o ; - information known only at the receiver.

the problem of transmitting samples of a Gaussian source in

N uses of an AWGN channel, in the absence of the interferer.

They showed that there are infinitely many superposition baﬁﬁé

schemes, which contain pure separation based scheme and o
. i . . V=5S+Z7 (20)

uncoded transmission as special cases. In this section, we show

that the same is true in the presence of an interference aldeere Z ~ N(0,02) and letY = X + W, where W ~

and show the corresponding superposition scheme, whichAig0,02). When the side information is available at the

given in Fig. 2. encoder as well as the receiver, the best possible distortion

et S be the side information known at the receiver given



2
isD = 1;’2,3 . The same distortion can be achieved using the

following scheme and is a direct consequence of Wyner and

Ziv's result [12]. This can be achieved as follows [U:5Y) = WU)-wU|SY)
. . . = h(U)—-h({U—-kS —aY|S,Y)
Let U be an auxiliary random variable given by
= h{U)-h(kZ+(1-a)X —aW]Y,s)
= h(U)-h(kZ+(1—-a)X —alW
U=+aV +B (21) 1( ) ( 1(3+ KQ)UE )

2 log (n2o§ +(1-a)?P+ a202>

wherea = 1 - 5 = 525 and B ~ N(0,D). We create L P + k%02 5

an N-length i.i.d Gaussian code bodkwith 2¥/(UV) code- - 2% ( P ) —9(¢)

words, where each component of the codeword is Gaussian = h(U) - h(U|V) —d(e)

with zero mean and varianees2 + D and evenly distribute = I(U;V)=d(e) (24)

them over 2V% bins. Leti(u) be the index of the bin ’

containingu. For eachv, find anu such that(u, v) are jointly Hence from knowinga ands we can make an estimate

typical. The indexn = i(u) is transmitted over the Gaussian of v as )

channel using a channel code. At the receiver decoding isf v=s+ Koy (u— ks — ay) (25)

possible with high probability ag =  log(1 + £;) which is P

the capacity of the channel. Next for the decodedve look We once again obtain the optimal distortian by

for an u such thati(u) = m and (u,s) are jointly typical. making e arbitrarily small and¥(e) — 0.

Froms and the decoded we make an estimate of the source

v as follows. C. Superimposed digital and HDA Wyner-Ziv scheme

The above results could also be extended to a form of
superimposed digital and analog coding. This is similar to the
v =s++va(u—vas) (22) Costa coding case. We once again have two streams. The first
stream uses a ratB Wyner Ziv code to quantize the source
assuming the side informatianis known at the receiver. Next
This yields the optimal distortion D. a channel code is used to transmit the Wyner Ziv coded bits.
The channel code is a superposition code that treats the second
stream also as independent noise. At the receiver this channel
code can be decoded and which gives the Wyner Ziv bits. The
Wyner Ziv bits along with the side information bitscan be

used to make an estimate of the sourcerhis new estimate
In this section, we discuss a different joint source channgis as the new side informatién

coding that does not involve quantizing the source explicitly. Now the second stream employs the HDA Wyner Ziv
This scheme is quite similar to the modulo lattice modulatio§cheme that is designed for the new side informagismown
scheme in [2]; the difference being that a nested lattice is néily at the receiver. The two streams are superimposed and
used. The auxiliary random variakleis generated as follows. sent into the channel. At the decoder the first stream is decoded
and cancelled from the received signal. The decoded first
stream is used to make an estimate of the source to get the
U=xkV+X (23) new side informatiors. The final estimate of the source is
obtained by the HDA decoding of the second stream.
The auxiliary random variabl& is given by

where k is defined as before as = \/% and
R U=X+rV (26)

X ~ N(0, P).

B. Hybrid Digital Analog Wyner Ziv Coding

1) Codebook generation: Generate a random i.i.d code ~ N0, Paw) With Poyy = (P + 0%)272% — o IindX
book U with 2V!(U;V) sequences, where each compand V' are pairwise independent. Choasg~ |/ sy
nent of each codeword is Gaussian with zero mean amtiere 02 = 02272, The digital part is first decoded and
variance P + x?02. This codebook is shared betweertanceled from the received signal to get an equivalent channel

the encoder and the decoder. with power constrainP,,, and channel noise?. Next we use
2) Encoding: For a givew find anu such that(u,v) are  HDA Wyner Ziv coding in this equivalent channel. At the
jointly typical and transmitk = u — xv. receiver the side information and the digital part can be used

3) Decoding: The received signal = x + w. Fromy to construct an equivalent model relating the side information
find anu such that(s,y,u) are jointly typical. This is and source given by = S + Z where Z has a variance
possible becaus&U; V) > I(U; S,Y) since 02272%_ Then,
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V. TRANSMISSION OF AGAUSSIAN SOURCE WITH 10log10(1/c?)

INTERFERENCE AT THETRANSMITTER AND SIDE

INFORMATION AT THE RECEIVER Fig. 4. Performance of the different Costa coding schemes for the joint

We can consider the transmission of the Gaussian saurceource channel coding problem.
through an AWGN channel with channel variangg in the
presence of an interferenege known to the transmitter and

c ; . : o2 —o? k(o2 —a?) 0
side informatiors,, known only at the receiver, where the side G Y2 P 5 2 2 P
information is given byv — s,, + z. The channel outpug is ~ DefiNeRm = | r(oy —02) P+a"Q+r, + ol )
: 0 P+ aQ P+Q+o
given by 5 ) 5 a
- andPy, = ( 02 —02 koa 0)

Then the Distortion achievable for the channel SNR is given

We can combine the results from the previous two sectiobg
as follows. Choos& = X +aS.+kV with k = , /ﬁ. Dy =02 — PR 'Pp” (31)
Now X is transmitted over the channel and fradmand S,,,

U is decoded using typical set decoding. From the knowledgeThis on further simplification yields
of U, S, andY, a linear estimate o¥ is formed to get the
required optimal distortion.

= [(Qo" + (P(P + Q) +2P0” + 0)a3) 0] x

V. ANALYSIS OF THE SCHEMES FORSNR MISMATCH [ (P+ Q)+ P(P+ Q)a T Qo+ (32)

In this section, we consider the performance of the above —1
JSCC schemes for the case of SNR mismatch where we design<P(2 +Q) +3Po* +o%)o }
the scheme to be optimal for a channel noise varianc€®of | ot us now look at a few special cases
but the actual noise variance d§ < o2.

Separation based digital schemes suffer from a pronoun
threshold effect. When the channel SNR is worse than the
designed SNR, the index cannot be decoded and when thé this setup there is side information only at the transmitter.
channel SNR is better than the designed SNR, the distortibhe distortion achievable for the user under SNR mismatch
is limited by the quantization and does not improve. Howeverith the actual SNR greater than the designed SNR is given
the hybrid digital analog schemes considered offer betteglow and is obtained by setting, = o in (32).
performance in this situation.

Let us consider the joint source channel coding setup with
side information at bot]h the transmitter and receig\J/er. V\/F:a canPve = [(Q0" + (P(P + Q) +2Po” + 0%)05)o ]
decodeu at the receiver when the SNR is better than the [P°(P + Q)+ P(P + Q)o” + Qo'+ (33)
designed SNR and make an estimate of the source from the p(ap 4 @) + 3P0 + & )%]71
various observations at the receiver as shown below.

Hybrld Digital Analog Costa Coding

The distortion in the source is shown in Fig.4 for a de-
U=X+aS:+k,V (28) signed SNR of 10 dB as the actual channel SNRI¢g 1/02)
varies when the source and interference both have unit vari-
V=>5+2 (29) ance. It can be seen that the distortion in the source is smaller
Y =X+S.+W, (30) With the HDA Costa scheme than with the digital Costa
scheme.

wherer,, = \/ﬁ ,Se ~ N(0,Q) andZ ~ N(0,02) In some case, the distortion in estimating the interference
From these observations an estimate 16fis made by at the receiver may also be of interest and can be obtained

optimal linear estimation as all the variables are Gaussian.by estimatingS from (28) and (30). The distortion is given



below,
Do = [Q(P + 0®)(P? + (2P + 0%)0?2)] x 26
[P2(P+ Q)+ P(P+ Q)o” + Qo'+ (34) 2

(P(2P + Q) + 3Po* + o*)o2] ™

It can be seen from Fig. 4 that the distortion in estimating
the interference is better for the digital scheme than for the
HDA Costa scheme. 16

I
N

Outer Bound

N
=]

Analog Wyner-Ziv

-10 log10 distortion

Digital Wyner-Ziv

B. Generalized HDA Costa Coding under channel mismatch

Next we analyze the performance of the generalized HDA ‘ ‘ ‘ ‘ ‘
costa coding under channel mismatch. This case leads to a 10 *? 1410.0910<1sz> * ®
few interesting analysis. By changing the source coding rate ¢
of the digital partR, we can tradeoff the distortion between _ _ .
the source and the interference in the presence of mismat¢ an?]-el Fc’ggi‘r’];mgr%%ele‘r’; the different Wyner-Ziv schemes for the joint source
The different random variables and their relations are given ’

below.
transmitter knows the channel SNR. Based on this we can
U=X+aS+mE (35) make an analysis of the gap in db between the performance
of HDA Wyner Ziv and the lower bound as follows.
Y=X+S5+W, (36) The lower bound is given by
0.2
Dy = —F5— (41)
V=V*+FE (37) 1+ P/o2
i the above eauation B (PJrUz) 53R N(_)W the gap between the analog Wyn-er-Zlv agd the bound
a 1 =14/ Pio? at high SNR can be easily calculated lasi,, .o 7. The

From the above equations an estlmateS‘ais well asV' is  gap in db,G, is hence given by
made. The resulting expressions of estimation efpgr(R)

and D, (R) are given by Gy = 1010g (Pf 2) (42)
g

Dya(R) = [(02(0® + P)* + (o* + 02 P)Q)o2] % This result is interesting since this says that if our designed
2 2/ 2 2R 2 2 2 -1 SNR is say 10 db, for high SNRs, we loose at m@st =
+P +P+Q)—-2 —o5)P(c"+ P+
[(0 )'(oa Q) (07 ~0u)Plo Q():l,s) —0.41db which is numerically very close to the outer bound
as shown in Fig. 5.

Dyo(R) = [(6® + P)(2*(0® — 62)P — (6° + P)(02 + P))Q]  VI. APPLICATIONS TOTRANSMITTING A GAUSSIAN

% [223(02 —02)P(6? + P+ Q) — (0 + P)*(02 +P+Q)]_1 SOURCE WITHBANDWIDTH COMPRESSION
(39) We now consider the problem of transmittig samples of

e i.i.d Gaussian source to a single usetNn= K/\ uses

. . . th
_The performance of the hyb”d Cos.ta gcheme in refation ! an AWGN channel with noise variane€, where\ < 1.
digital and analog schemes is shown in fig. 4. We can see that

the hybrid scheme performs in between the digital and anal ere is no interference in the channel, but since: 1, we
scher)r/1es P 9 % see that the techniques described in the previous sections

are useful for this problem.

C. Hybrid Digital Analog Wyner Ziv There at least three ways to achieve the optimal distortion
in this case. One is to use a conventional separation based
approach. The second one is to use superposition coding and
the third one is to use Costa coding. Although, they are all

In this case the distortion could be obtained by setthe
0 in (32). The actual distortion is given by

(P + 0?)o20? optimal for the single user case, they perform differently when
@~ p2 + (2P + 02)02 (40)  there is a mismatch in the channel SNR and, hence, the last
two approaches are briefly described here.
This is clearly better thalﬁ— which is what is achievable a) Superposition CodingHere we split the source in two

with a separation based approach However, we don’t knowpiérts and takeév samples of the soureg namelyv? and scale
this is the optimal distortion that is achievable in the preseniteby /a creating the systematic signa| = /avi¥. We take

of channel mismatch. A simple lower bound on the achievabtiee otherK — N source samplesk ; and use a conventional
distortion in the presence of mismatch is to assume that theurce encoder followed by a capacity achieving channel code



resulting in the N dimensional vectorx, = C(Q(vﬁﬂ)), the superposition approach, since the systematic part is treated
whereC denotes a channel encoding operation @hdenotes as interference.

a source encoding operation. Th&p is normalized so that
the average power ig/1 — a. The overall transmitted signal
isy = x5 + x, and the received signal i58 = y + n. At
the receiver, the digital part is first decoded assuming t
systematic (analog) part is noise and tlkens subtracted from
z. Then an MMSE estimate of.¥ is formed. For the optimal
choice ofa, the optimal overall distortion can be obtaine

hAe Performance in the presence of SNR mismatch

Now, we consider the same set up as above, but when the
@ctual channel noise variancesis, whereas the designed noise
variance iso2.

given by
\ Case 102 > o2
Wy =07 (1 + 12> - 1] andD},, = % (43) The distortion for the superposition code can be computed
(1+ %) to be the sum of the distortions in the systematic part and the

digital part. Whenr2 > o2, the digital part cannot be decoded
and, hence, we assume that the distortion in the digital part is
the variance of the source, 1.

oV Xg Yy

' va -
/ A
oK Dyp=—"">>+—+(1-X)-1 46
Ux‘[\'+1 Quantizer Costa coding assuming Xc sup 1+ Asup + ( ) ( )
8) X, is interference 1—a%,,+o2

Fig. 6. Encoder model using Costa coding for single user i .
g 9 9 9 Both the digital and analog Costa coding schemes perform

identically wheno2 > o2 and the distortion for the Costa code

b) Digital Costa Coding:We split the source exactly as. . pe computed to be

in the previous case and one stream is formedas \/av.
However, here the digital part assumes thatis interference

and uses Costa coding to produgge with power1 —a as p . -D I, S

: . . . . digCosta = logCosta = = +(1-X)-1
shown in Fig. 6. In Costa coding, we define an auxiliary anatogCosta = ot ( )
random variablen = x. + a1x, wherea; = 1_1;102 is the costa’ Ta (47)

optimum scaling coefficient. At the receiver, the digital part case 252 < o2 In this case, the digital part can be decoded

is decoded which means thatcan be obtained. In spite of exactly and, hence, the distortion for superposition coding is
knowing u exactly, the optimal estimate of" is obtained by

simply treatingx. as noise since for the optimal choice®f, 1 1
X. = u—a;x, andvl¥ are uncorrelated. Therefore, an MMSE Doup =X ——— + (1= 1) YESY (48)
estimate ooV is formed assuming. were noise. Hence, the 1+ =+ (1 + 1-a%., )

overall distortion becomes

IR S S
=7 T 17@(102 (1 N lfa)A/l_A

o2

(44) For digital Costa coding, the decoder first decodes the digital
part when the auxiliary random variableis perfectly known.
In the case wherv? # o2, the receiver must form the
MMSE estimate of)y¥ from the channel observatignandu.
Therefore, the overall distortion is

Again, minimizing D w.r.t. a gives

1

aZosta = (1+02) 1- 1 A] andD:osta = 1\ A

1 — 1 — * *

( + ‘72) ( + ‘724)5) DdigCosta =A (1 - [\/aCosta O[\/aCost(L}x
which is the best possible distortion. 1+02 1 = & psta T MG sta -

¢) Hybrid Digital Analog Costa Coding:For the case 1= afpeta + W0Epsta 1 — a*Cos‘m + oﬂa*c;sm x

of A = 0.5, the digital Costa coding part can be replaced \/a*i 1
by a hybrid digital analog (HDA) Costa coding. We refer ’[ \/ac*"i D +(1=2) S VIEESY,
to such a scheme as HDA Costa coding. The same powe Costa (1 + al*_az“ji;‘z)

allocation however, remains the same and hence, we can (49)
simply useaf.,,, Without the need to differentiate the digital

and HDA costa coding. It is quite straightforward to show

that ag,., > ai,, for A < 1. Hence, the Costa coding For the hybrid digital analog Costa coding, we can decode

approach allocates higher power to the systematic part thamnd form MMSE estimates afY andv}’\f+1 separately and,



hence, the overall distortion is given by

DHDACosta =A (1 - [\/agosta a\/agosta} X

2 * *
1+ Oq 1- ACosta t QAcosiq
* * * *
L 1- Acosta + AQcpstq 1- Acosta +o ACosta + K

1-1

Notice that when we design a source channel coding scheme
to be optimal for the weak user, the strong user operates under
the situation of SNR mismatch explained in Section VI-A with
o2 < o2. Similarly, when the system is designed to be optimal

x for the strong user, for the weak usef > o2. Motivated
by the fact that forA = 0.5, the HDA costa coding scheme

performs the best, we propose a scheme which is shown in
Fig. 8.
There are three layers in the proposed coding scheme. The
1= afpae + Qe 1= Qhpara + 0205 a0 + K2 X first layer is the systematic part whekeout pf theK samples
F o - of the source are scaled Rya. Let us call this as, = \/avy.
D The otherK — N samples of the Gaussian source are hybrid
K .. . . .
L (50) digital analog Costa coding, treatirg as the interference and
transmits the signak; with powerb in the second layer. So
The performance of the superposition scheme, digital Costa= U1 — a1Xs — kUN, 1, Wherea; and . are the optimal
and HDA costa scheme are shown for an example with0.5 scaling coefficient to be used in the hybrid digital analog Costa
in Fig. 7. The designed SNR is defmedla)sloglo L whereas coding process and; is the auxiliary variable. This layer is
the actual SNR is defined d¢ 1og10 _In the example the meant to be decoded by the weak user and, hence, the scaling
designed SNR s fixed at 10dB and ‘the actual SNR is vari&Ftor a; is set to beb/(b + ¢ + o3). That is, this layer sees
from 0 dB to 20 dB. It can be seen that the Costa codifife third layer also asmdependentoise.
approach is better than superposition coding whén< o2
and worse for the other case. The HDA Costa coding scheme

a\/g Dﬂl—k)(l—[oﬁ]x

2 * * 1-1
1+ Oq 1—- ACosta + QAAcostq

performs the best over the entire range of SNRs. ol w3 X, y
\—a‘ Systematic layer *
10F optimal R-D curve - ’UJI\§+1 HDA Costa COding X, /
assuming X, is interference Layer 1
HDA Costa
- 81 and Superposition T P ]
§
s of 1 | Ry bits i i X2
g P ' Wyner-Ziv| 112 Costa coding assuming X
2 [ digital Costa Encoder and x, are interference Layer 2
4 4
HDA Costa and E[@fl] =a E[:L‘QU] =b E[mzz,i,] =c
~  Digital Costa
2r — .
— Fig. 8. Encoder model using Costa coding
- superposition
o The third layer is first Wyner Ziv coded at a ral® assum-
ing the estimate ob%_ , at the receiver as side information.
The Wyner-Ziv index is then encoded using digital Costa
coding assuming andx; are interference and uses power
Fig. 7. Performance of different schemes for the source splitting approaeh { _ , _ . Therefore x; = us — QQ(Xs + Xl)- This Iayer

for the bandwidth compression problem with SNR mismatch. . .
P P is meant for the strong user and, hence, the scaling factor

as = ¢/(c+ 03). We then transmiy = x, + x1 + Xa.
At the receiver, from the second layer an estimate f |
is obtained. This estimate acts as side information that can be
used in refining the estimate oﬁﬂ for the strong user using
We now consider the problem of transmittifig = 2N the decoded Wyner-Ziv bits. The Wyner-Ziv bits are decoded
samples of a unit variance Gaussian sowcia N uses of from the third layer by Costa decoding procedure.
the channel to two users through AWGN channels with noiseThe users estimate the systematic paff and non-
variancess? (weak user) and3 (strong user) withr; > 0. systematic partX, , by MMSE estimation from the received
The channel has the power constraiht= 1. We are interested y, the decodedr; and u,. So the overall distortion seen at
in joint source channel coding schemes that provide a gog weak user is
region of pairs of distortion that are simultaneously achievable
at the two users. This problem was considered in [1, 3, 6]. The
best known region to date is given by the schemes therein.

VII. APPLICATIONS TOBROADCASTING WITH

BANDWIDTH COMPRESSION

1 1 1

Dy = -
2 1 + c-ﬁ-o’2

1
21+ b+ca-af



The distortion for the strong user is given by We also showed that there are infinitely many schemes that
) 1 are optimal for this problem, extending the work of Bross,
Dy = 1 1—[Va a1v/a { 1403 b+ aia ] « Lapidoth and Tinguely [4] to the side information case. The

2 b+aia b+ aja+w? HDA coding schemes have advantages over strictly digital
Va 1/2 schemes when there is a mismatch in the channel SNR. This
[ a1r/a D T (1 =10 &]x makes them also useful for broadcasting a Gaussian source to
72 ) two users with different SNRs.
1+ 03 b+ aia o
{ b+aia b+ a2a+k? K REFERENCES
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Fig. 9. Distortion regions of the different schemes for broadcasting with
bandwidth compression.

VIII. CONCLUSION AND FUTURE WORK

We discussed hybrid digital analog version of Costa coding
and Wyner-Ziv coding for transmitting an analog Gaussian
source through an AWGN channel in the presence of an
interferer known only to the transmitter and side information
available only to the receiver respectively. These schemes are
closely related to the schemes by Reznic and Zamir [2] and [5],
but make the auxiliary random variable model more explicit.



