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Abstract—In this paper, the maximum number of active links
supporting a minimum rate is asymptotically obtained in a single-
hop wireless network with an arbitrary structure. It is assumed
that each source-destination pair communicates through a fading
channel; consequently, destinations receive interference from
all other active source-destination pairs. Under the assumption
of independent Rayleigh fading channels for different source-
destination pairs, it is shown that the optimal number of active
links is of the order log N with probability approaching one as the
total number of nodes,N , tends to infinity. The achievable total
throughput is also scales logarithmically with the total number
of links/nodes in the network.

I. I NTRODUCTION

A wireless network consists of several transmitters and
receivers. Specific cases are broadcast channels where there is
only one transmitter sending information to several receivers
and multiple-access channels where several transmitters send
information to one receiver.

In [1], a power allocation scheme is considered for broadcast
channels with a minimum rate constraintRmin > 0. Since for
a fixed Rmin, in a time-varying fading environment, it may
not be always possible for all users to achieve the minimum
rate simultaneously, a scheme is proposed to maximize the
number of active receivers for each of which the minimum
rate can be supported, while allocating no power to the other
inactive receivers. As the number of supportable active users
depends on the specific channel states, the asymptotic behavior
is analyzed when the total number of usersn is large. Under
the assumption of independent Rayleigh fading channels for
different users, we show that the maximum number of active
receivers is very close tolog (P log n) /Rmin with probability
approaching 1, whereP denotes the total transmitted power. In
[2], the same analysis is extended to multiple-access channels
and it is shown that the maximum number of active transmit-
ters also scales double logarithmically with the total number
of transmitters in the system.

In this paper, the aforementioned idea is generalized to a
wireless network with an arbitrary topology. To satisfy the
requirements of delay-sensitive applications, it is assumed that
each active link supports a minimum rate. Due to limited
transmitted power and interference from other active source-
destination pairs, it is not always possible for all nodes to
keep this minimum rate. Hence, we allow nodes with good
channel conditions to be active while others remain silent

during each time slot. Thus, an on/off power allocation scheme
can be exploited to maximize the number of active links while
maintaining the minimum-rate constraint. It is asymptotically
shown that the maximum number of simultaneous active links
is of the orderlog n, wheren denotes the total number of links
in the network. A tight bound on the number of active source-
destination pairs and a lower bound on the total throughput
are presented. Based on the strong law of large numbers
(SLLN), our link activation method can be implemented in
a distributed fashion. In [3], a multi-hop random wireless
network is considered and throughput scaling laws are pre-
sented when link channels are drawn independently from any
arbitrary distribution. For Rayleigh fading channels, [3]shows
that the achievable and the optimal total throughput scale
logarithmically with the number of nodes in the network;
however, the constants for the lower and upper bounds are
not the same. In [4], a rate-constrained single-hop wireless
network is considered with Rayleigh fading channels. An
upper bound is derived that shows the maximum number of
active links scales withlog n/Rmin. Using threshold-based
link activation strategies, lower bounds are achieved on the
number of active links in the network; however, there is a
gap between the lower and the upper bounds. In this paper, a
tighter upper bound is obtained and it is shown that the gap
between the lower bound and the upper bound asymptotically
goes to zero.

II. W IRELESSNETWORK MODEL

Consider a single-hop wireless network withN nodes
located arbitrarily. It is assumed that sourcei is connected
to destinationi through a fading channel. Destinations are
conventional receivers without multi-user detectors; in other
words, no broadcast or multiple-access channel is embeddedin
the network. Every node has a receiver and a transmitter but it
cannot transmit and receive signals simultaneously. Hence, the
total number of linksn (links herein mean source-destination
pairs communicating through fading channels) equals⌊N/2⌋,
where⌊x⌋ denotes the largest integer no greater thanx. Nodes
transmit signals with maximum power ofP or remain silent
during each time slot. The received signal at nodei, Yi(t), is
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Fig. 1. A wireless network with active links(−) and interference channels(−−)

given by

Yi(t) = hii(t)Xi(t) +

m
∑

k=1
k 6=i

hki(t)Xk(t) + Zi(t) (1)

wherehii(t) denotes the active fading channel between trans-
mitter i and receiveri, hki(t) represents an interference
channel for receiveri, m refers to the number of active links,
and Zi(t) ∼ CN (0, σ2) represents background noise at node
i. Hence, the achievable rate of linki can be written as

Ri ≤ log
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III. PROBLEM MOTIVATION

In delay-sensitive applications, each active link needs to
support a minimum rate. Due to limited transmitted power
and interference from other active source-destination pairs, it
is not always possible for all nodes to keep this minimum rate.
Hence, we allow nodes with good channel conditions to be
active while others remain silent during each time slot. Con-
sider the wireless network (1) and assume|h11| ≤ · · · ≤ |hnn|
without loss of generality. In this case, the maximum number
of active links supporting the minimum rate is given by the
following optimization problem.

{

max{m} (3)

Ri ≥ Rmin, i = n − m + 1, . . . , n (4)

wherem denotes the maximum number of active links.

IV. A SYMPTOTIC ANALYSIS

First of all, as standard notation,o(·), O(·), and ω(·)
have the following interpretations: for any positive infinite se-
quencesf(n) andg(n), n = 1, 2, . . ., f(n) = o(g(n)) means

lim
n→∞
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sider independent Rayleigh fading channels between different
source-destination pairs, i.e., the channel gainshij ; i, j =
1, . . . , ⌊N/2⌋ are independent realizations of the complex
Gaussian distribution; as a result,|hij |

2; i, j = 1, . . . , ⌊N/2⌋
are independent realizations of the exponential distribution.

Theorem 4.1: Under the assumption of independent
Rayleigh fading channels for different source-destination
pairs with channel gainshij ∼ CN (0, 1); i, j = 1, . . . , ⌊N/2⌋,
and for anyǫ > 0 arbitrarily close to zero, the maximum
number of active links,m determined by (3), is bounded as

P {⌊β1(n)⌋ ≤ m ≤ β2(n)} → 1, asn → ∞, (5)

wheren = ⌊N/2⌋ denotes the total number of links transmit-
ting information in the network, and

β1(n) =
log n

(1 + ǫ) eRmin − (1 − 2ǫ)
(6)

β2(n) =
log n

(1 − ǫ)eRmin − (1 + 2ǫ)
. (7)

Proof: Consider the wireless network (1) with indepen-
dent channel gainshij ∼ CN (0, 1), for i, j = 1, . . . , ⌊N/2⌋;
as a result,|hij |

2 ∼ Exponential(1). Based on the weak law
of large numbers (WLLN) [6],
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For any fixedh0 > 0, the number of “good” channels can be
characterized with|hii|

2 greater thanh0 as follows. Letp0 =
1 − P(|hii|

2 ≤ h0) = e−h0 . Consider a Bernoulli sequence:

xi =

{

1, with probability p0

0, with probability 1 − p0
(9)

for i = 1, 2, . . . , n. Then, the number of good channels
has the same distribution asX =

∑n
i=1 xi, which satisfies

the Binomial distributionB(n, p0). For any integerm ≥ 1,
obviously,

P(X ≤ m − 1) =

m−1
∑

j=0

(

n

j

)

pj
0(1 − p0)

n−j
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which is not easy to analyze. Ifm − 1 ≤ np0, the Chernoff
bound on the sum of independent Poisson trials can be used
as [7, page 70]:

P(X ≤ m − 1) ≤ exp

(

−
1

2p0

(np0 − m + 1)2

n

)

. (10)

Hence,

P(X ≥ m) ≥ 1 − exp

(

−
1

2p0

(np0 − m + 1)2

n

)

. (11)

Let h0 = m
(

(1 + ǫ)eRmin − (1 − ǫ)
)

. We show that for any
m ≤ β1(n), minn−m+1≤i≤n |hii|

2 ≥ h0 holds asymptotically
almost surely.

p0 = 1 − P(|hii|
2 ≤ h0)

= exp (−h0)

= exp
(

−m
(

(1 + ǫ)eRmin − (1 − ǫ)
))

≥ exp
(

−β1(n)
(

(1 + ǫ)eRmin − (1 − ǫ)
))

= exp

(

−
(1 + ǫ)eRmin − (1 − ǫ)

(1 + ǫ)eRmin − (1 − 2ǫ)
log n

)

= exp (−λ log(n)) = n−λ (12)

whereλ = (1+ǫ)eRmin−(1−ǫ)

(1+ǫ)eRmin−(1−2ǫ)
< 1. It is obvious that asn →

∞,

1
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n
∼
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0
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=
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2
≥

n1−λ

2
→ ∞. (13)

Hence, according to (11), there are at leastm = ⌊β1(n)⌋ good
channels with|hii|

2 ≥ h0.
Next, we show that the minimum-rate constraint is satisfied

for thesem channel gains ifminn−m+1≤i≤n |hii|2 ≥ h0. As
n → ∞, m → ∞; therefore, according to (8),
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Obviously, based on (2), the minimum-rate constraint is
satisfied for thesem channel gains. Thus, we proved that
as n → ∞, with probability approaching 1, there are
at least m = ⌊β1(n)⌋ good channels with|hii|2 ≥
m

(

(1 + ǫ)eRmin − (1 − ǫ)
)

, for which the minimum rate con-
straint is satisfied.

Next, we provem ≤ β2(n) holds asymptotically almost
surely. First, we show that the best active link should have

channel gain|hnn|
2 ≥ h́0 = m

(

(1 − ǫ)eRmin − (1 + ǫ)
)

;
otherwise, ifmaxn−m+1≤i≤n |hii|

2 < h́0, according to (8),
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which violates (2).
Hence, to show that

P(m ≤ β2(n)) → 1,

or
P(m > β2(n)) → 0,

we only need to show that

P
(

|hnn|
2 ≥ β2(n)

(

(1 − ǫ)eRmin − (1 + ǫ)
))

→ 0.

Let h́0 = β2(n)
(

(1 − ǫ)eRmin − (1 + ǫ)
)

and definep1 =

1−P(|hii|
2 ≤ h́0) = exp(−h́0). The probability that all links

have channel gains less thańh0 equals(1 − p1)
n. Hence,

P
(

|hnn|
2 ≥ β2(n)

(

(1 − ǫ)eRmin − (1 + ǫ)
))

= 1 − (1 − p1)
n

(14)

which tends to 0 if and only if
(

1 − e−h́0

)n

=
(

1 − exp
(

−β2(n)
(

(1 − ǫ)eRmin (15)

−(1 + ǫ))))
n → 1.

Since
(

1 − exp(−h́0)
)exp(h́0)

→ e−1,

(15) holds if
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which holds asγ =
((1−ǫ)eRmin−(1+ǫ))
((1−ǫ)eRmin−(1+2ǫ))

> 1.

Corollary 4.1: The probability in theorem 4.1 converges to
1 at the following rates:

P(m < ⌊β1(n)⌋) = o

(

exp

(

−
n1−λ

2 + σ̃

))

(16)

and
P(m > β2) = O

(

n1−γ
)

(17)
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whereλ = (1+ǫ)eRmin−(1−ǫ)

(1+ǫ)eRmin−(1−2ǫ)
< 1, σ̃ > 0 can be arbitrarily

small, andγ =
((1−ǫ)eRmin−(1+ǫ))
((1−ǫ)eRmin−(1+2ǫ))

> 1.

Proof: To prove (16), we only need to show that form =
⌊β1⌋,

1
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(18)

We know that for sufficiently largen,
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To prove (17), noting (14), we have

P(m > β2(n)) ≤ P
(
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2 ≥ β2(n)

(

(1 − ǫ)eRmin

−(1 + ǫ)))

= 1 −
(

1 − exp
(

−β2(n)
(

(1 − ǫ)eRmin

−(1 + ǫ))))
n

= O
(

n · exp
(

−β2(n)
(

(1 − ǫ)eRmin

−(1 + ǫ))))

= O
(

n1−γ
)

(19)

Remark 4.1: According to theorem 4.1, the total throughput
of the wireless network is lower-bounded as

Rsum ≥
Rmin

eRmin − 1
log n (20)

In [4]-[5], a rate-constrained single-hop wireless network with
Rayleigh fading channels is considered. An upper bound on
the maximum number of active links is calculated as

m <
log n

Rmin
(21)

Based on the threshold-based link activation strategy (TBLAS)
presented in [5], the maximum number of active links and the
total throughput are given by

mTBLAS =
log n

eRmin − 1

RTBLAS =
Rmin

eRmin − 1
log n (22)

Although the maximum number of active links is equal to the
one obtained by theorem 4.1, it can be seen that the upper
bound presented in [5] is not very tight. [5] also presents
a centralized double threshold-based link activation strategy
(DTBLAS) to reach the upper bound in (21); however, they
cannot provide closed-form expressions for optimal thresholds
and numerically show that DTBLAS reaches this upper bound
at Rmin = 0 or ∞ which are not practical. Hence, this paper
compared to [5] has two advantages: First of all, a tighter
upper bound is provided. Second, the upper bound meets the
lower bound asymptotically almost surely.

V. I MPLEMENTATION ISSUES

The proposed link activation strategy can be easily imple-
mented in a distributed fashion. Consider a wireless network
with a sufficiently large number of nodes. Suppose each
source node knows its link channel gain by applying channel
estimation algorithms. First of all, the maximum number of
active links is calculated by

m =
log n

eRmin − 1

Then, each source node compares its channel gain with
threshold h0. If the channel gain is above the threshold,
the corresponding link becomes active; otherwise, the node
remains silent during the current time slot.

h0 = m
(

eRmin − 1
)

= log n
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