 Markov random fields (MRFs) are an important class of  probability distributions. We will discuss an approach to both lossy and lossless compression of Markov random fields, problems that have received very little attention until now.  We begin by extending Local Conditioning (LC), a variant of Belief Propagation (BP) for  cyclic graphs, to undirected  graphs.  We then present an efficient algorithm for lossless compression of an MRF defined on an acyclic graph using Arithmetic Encoding (AC).  For cyclic graphs, we  discuss methods for AC encoding the MRF.  For cyclic graphs on which the LC  and the Junction Tree  (JT) algorithm based methods are too complex, we decompose the problem into a two-stage  process.  We first select a cutset of sites $U$ such that the subgraph $G_U$  induced by $U$ and each component of $G\setminus U$ is tractable to LC or JT.  We  then AC encode $X_U$ using as coding distribution an MRF defined on $G_U$, which we call a reduced MRF.   Conditioned on the values of $X_U$, the components of $G\setminus U$ are independent.  If we want lossless compression, because each component of $G\setminus U$ is tractable, the remainder $X_{V\setminus U}$  can  be optimally AC encoded conditioned on $X_U$.    If we want lossy compression, we can estimate each component of $G\setminus U$ independently, conditioned its boundary.  We illustrate these principles with some simple Ising models, and apply the lossy compression technique to the coding of bilevel images.  

We discuss theoretical results pertaining to the performance of this approach.
