The talk discusses Bayesian variable selection and model identification for latent variable models. It is shown how variable selection and model identification is achieved by combining the likelihood function with a prior which induces sparsity. While this approach is by now well-known for variable selection in regression models, few researchers tried to extend this approach to latent variable models.  Such an extension is illustrated for two special classes of latent variable models. 

The first example is the random intercept model which is widely applied in econometric analysis of panel data. Choosing a sparsity prior for this model is closely related to the appropriate choice of the distribution of heterogeneity.  If, for instance, a Laplace rather than the usual normal prior is considered as prior distribution of the random effects, we obtain the Bayesian Lasso random effects model which allows individual shrinkage of the random effects toward 0. The sparsity prior allows, in this way, to identify units in the panel with zero random effects. In addition, spike-and-slab random effects models with both an absolutely continuous and a Dirac spike are studied. 
The second example is the basic structural time series model. By choosing suitable sparsity priors on the variances appearing in the state space representation of this model it is possible to separate components which are fixed from components which are random.
Finally, details of efficient MCMC estimation are discussed for all models.
