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Abstract—New decoding methods for polar codes are derived from a multi-dimensional realization of polar codes. The notion of polar transformation is extended into higher dimensional polar transformations. It is shown that two dimensional polar transformation leads to a rate-adaptive doubly concatenated polar code. The results are generalized to n-dimensional construction and decoding of polar codes, where \( N = 2^n \) is the length of the code. The proposed structure for successive cancellation decoding, based on the \( n \)-dimensional construction of polar codes, results in efficient decoding latency and space complexity. Soft successive decoding of polar codes and iterative detection and decoding of compound polar codes are implemented using the proposed structure for multi-dimensional decoding of polar codes.

I. INTRODUCTION

Polar codes, introduced by Arıkan in 2008 [1], are the first family of capacity-achieving codes with low encoding and decoding complexity for a certain class of channels i.e. binary-input symmetric memoryless (BSM) channels. Construction of polar codes is based on a phenomenon called the channel polarization. Arıkan proves that as the block length goes to infinity the channels seen by individual bits through a certain transformation called the polar transformation start polarizing which means that they approach either a noise-less channel or a pure-noise channel. Moreover, the fraction of almost noise-less bit-channels approach the capacity of the channel. This phenomenon leads to the following construction for polar codes: transmit information bits on almost noiseless bit-channels, also called good bit-channels, while freezing the rest of them to some known values, say zeros. Arıkan also proposed a low-complexity decoder, the successive cancellation (SC) decoder, that guarantees the capacity-achieving property in an asymptotic sense [1]. The decoding complexity of the proposed SC decoder in original Arıkan’s work is \( O(N \log N) \), where \( N \) is the length of polar code.

Polar codes and polarization phenomenon have been successfully applied to various problems such as wiretap channels [2], data compression [3], [4], multiple access channels [5]–[7] and broadcast channels [8], [9]. Also, various methods has been proposed in order to make polar codes suitable for practical implementations [10]–[13]. In this paper, we aim at improving the performance of polar codes by extending the notion of polar transformation into multi-dimensional polar codes and applying soft decoding and iterative detection and decoding methods on top of that. We propose the new multi-dimensional encoding and decoding of polar codes, based on binary trees. It is shown that both the latency and space complexity of the decoder are \( O(N) \), where \( N \) is the length of the code. Soft successive decoding of polar codes, based on the proposed decoding tree structure, is discussed, where the equations for updating log likelihood ratios (LLR) across the binary tree are derived. These results are extended to the recently proposed compound polar codes for application in bit interleaved coded modulation (BICM) channels. Also an iterative decoding and detection (IDD) is proposed for improving the performance of the BICM detector.

II. OVERVIEW OF POLAR CODES

In this subsection, we provide a brief overview of the groundbreaking work of Arıkan [1] on polar codes and channel polarization.

Polar codes are constructed based upon a phenomenon called channel polarization discovered by Arıkan [1]. The basic polarization matrix is given as

\[
G = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}
\]

The Kronecker powers of \( G \) are defined by induction. Let \( G^{\otimes 1} = G \) and for any \( n > 1 \):

\[
G^{\otimes (n)} = \begin{bmatrix} G^{\otimes (n-1)} & 0 \\ G^{\otimes (n-1)} & G^{\otimes (n-1)} \end{bmatrix}
\]

It can be observed that \( G^{\otimes (n)} \) is a \( 2^n \times 2^n \) matrix. Let \( N = 2^n \). Then \( G^{\otimes N} \) is the \( N \times N \) polarization matrix. Let \(( U_1, U_2, \ldots, U_N )\), denoted by \( U^N \), be a block of \( N \) independent and uniform binary random variables. The polarization matrix \( G^{\otimes N} \) is applied to \( U^N \) to get \( X_1^N = U_1^N G^{\otimes N} \). Then \( X_1^N = U_1^N G^{\otimes N} \) is transmitted through \( N \) independent copies of a binary-input discrete memoryless channel (B-DMC) \( W \). The output is denoted by \( Y_1^N \). This transformation with input \( U_1^N \) and output \( Y_1^N \) is called the polar transformation. In this transformation, \( N \) independent uses of \( W \) is transformed into \( N \) bit-channels, described next. Following the convention, random variables are denoted by capital letters and their instances are denoted by small letters. Let \( W^N : \mathcal{X}^N \rightarrow \mathcal{Y}^N \). 


denote the channel consisting of $N$ independent copies of $W$ i.e.
\[ W_N^N(y_1^N|x_1^N) \overset{\text{def}}{=} \prod_{i=1}^{N} W(y_i|x_i) \tag{2} \]
The combined channel $\widehat{W}$ is defined with transition probabilities given by
\[ \widehat{W}(y_1^N|u_1^N) \overset{\text{def}}{=} W_N^N(y_1^N|u_1^N G^{\otimes n}) \tag{3} \]
For $i = 1, 2, \ldots, N$, the bit-channel $W_N^{(i)}$ is defined as follows:
\[ W_N^{(i)}(y_1^N, u_1^{-1}|u_i) \overset{\text{def}}{=} \frac{1}{2^{n-1}} \sum_{u_1^{-1} \in \{0,1\}^{n-1}} \widehat{W}(y_1^N|u_1^N) \tag{4} \]
Intuitively, this is the channel that bit $u_i$ observes through a successive cancellation (SC) decoder, deployed at the output.

Under this decoding method, proposed by Arıkan for polar codes [1], all the bits $u_1^{-1}$ are already decoded and are assumed to be available at the time that $u_i$ is being decoded. The channel polarization theorem states that as $N$ goes to infinity, the bit-channels start polarizing meaning that they either become a noise-less channel (good bit-channel) or a pure-noise channel (bad bit-channel).

III. MULTI-DIMENSIONAL POLAR CODES

In this section, we extend the polar transformation introduced by Arıkan in [1], into two-dimensional polar transformation i.e. a transformation on matrices rather than vectors, and then into multi-dimensional polar transformation. As we will see, these two notions turn out to be equivalent. However, the multi-dimensional realization of polar codes along with a binary tree based successive decoding results in efficient decoding latency and space complexity.

A. Two-dimensional polar transformation

Let $m$ and $n$ be two non-negative integers and let $M = 2^m$ and $N = 2^n$. Consider an $M \times N$ matrix $U \in \mathbb{F}_2^{M \times N}$ containing $MN$ independent uniform binary random variables. Let $G$ be the $2 \times 2$ polarization matrix and $G^{\otimes n}$ denote the $i$-th Kronecker power of $G$.

Let $W : \{0,1\} \rightarrow \mathcal{Y}$ be a given B-DMC. The two-dimensional polar transformation is defined as follows: apply the $M \times M$ polar transformation matrix $G^{\otimes m}$ to the columns of $V$ and then the $N \times N$ polar transformation matrix $G^{\otimes n}$ to the rows of the resulted matrix to get the $M \times N$ binary matrix $X$. More precisely,
\[ X = (G^{\otimes m})^T U G^{\otimes n} \]

Then all the entries of $X$ are transmitted through $MN$ independent copies of $W$. The received word is denoted by $Y \in \mathcal{Y}^{M \times N}$. The transformation from $U$ to $Y$ is called the two-dimensional polar transformation and is denoted by $\mathcal{B}^{M \times N}$.

Lemma 1: The two-dimensional polar transformation $\mathcal{B}^{M \times N}$, described above, is equivalent to the one-dimensional polar transformation $\mathcal{B}^M$.

The two-dimensional channel polarization can be interpreted as two steps of polarization that are performed consecutively: the main channel $W$ is polarized $n$ levels in each row, then each of the polarized bit-channels is further polarized $m$ more levels along the column. Therefore, roughly speaking we may observe this as $m + n$ levels of polarization.

B. Two-dimensional successive decoding

In this subsection, we discuss the two-dimensional successive cancellation decoding for the two-dimensional polar codes proposed in the previous subsection. Consider a polar code constructed with respect to the $M \times N$ polar transformation $\mathcal{B}^{M \times N}$, with $M \times N$ input $U$ and $M \times N$ output $Y$. Let $V$ be the matrix after multiplying columns of $U$ by $G^{\otimes m}$ i.e.
\[ V = (G^{\otimes m})^T U \]

For each of the $M$ rows, a successive cancellation decoding is invoked for a rate 1 polar code of length $N$. However, it does not make the hard decision. The hard decisions are made by column decoders. For a fixed $j \leq N$, suppose that all the columns indexed by $1, 2, \ldots, j-1$ are decoded. Each of the row decoders generate soft information LLR (log likelihood ratio) of their $j$-th bit. These calculations are done independently in parallel. Then these LLRs are passed to $j$-th column decoder which is another successive cancellation decoder for the polar code of length $M$. The $j$-th column decoder knows the positions of good bit-channels in the $j$-th column of $U$. It generates the hard decisions vector which is multiplied by $G^{\otimes m}$ to generate the hard decisions for $j$-th vector of $V$ and is passed to row decoders. The row decoders use these hard decisions to compute the next LLRs.

Consider the individual bit-channels observed through the two-dimensional successive decoder mentioned above. Then the next theorem follows:

Theorem 2: There is a one-to-one mapping between the bit-channels observed through $\mathcal{B}^{M \times N}$ and the bit-channels observed through $\mathcal{B}^{MN}$.

IV. MULTI-DIMENSIONAL POLAR CODE

In this section, we generalize the results of the previous section to investigate higher dimensional realizations of polar codes. In particular, for a polar code of length $N = 2^n$, we investigate its $n$-dimensional realization. We show that both the latency and the space complexity of the proposed decoding architecture, based on $n$-dimensional polar codes, is $O(N)$.

A. $n$-dimensional polar transformation and encoding

As a generalization to two dimensional polar transformations, discussed in the previous section, an $n$-dimensional polar transformation $\mathcal{B}^{2 \times 2 \times \cdots \times 2}$ is considered. The input to this transformation is the $n$-dimensional matrix
\[ U = [U_{i_1, i_2, \ldots, i_n}]_{2^{i_1} \times 2^{i_2} \times \cdots \times 2^{i_n}} \in \mathbb{F}_2^{2 \times 2 \times \cdots \times 2} \]
wherein all the \( N \) coordinates are independent and uniformly distributed. In the first level, the polarization matrix \( G \) is multiplied by all the vectors of the form \((U_{0,i_2,\ldots,i_n}, U_{1,i_2,\ldots,i_n})\). In the second level, the vectors of the form \((U_{i_1,0,\ldots,i_n}, U_{i_1,1,\ldots,i_n})\) are multiplied by \( G \). This is done with respect to all the \( n \) coordinates in a consecutive order. The resulting matrix \( X \) is transmitted through \( N \) independent copies of a B-DMC \( W \) and the received vector is denoted by \( Y \).

**Lemma 3:** The \( n \)-dimensional polar transformation \( \mathcal{G}^{2 \times 2 \times \cdots \times 2} \), is equivalent to the one-dimensional polar transformation \( \mathcal{G}^N \).

The encoding process can be also explained by a binary tree. For a polar code of length \( N = 2^n \), the depth of the binary tree is \( n \). Each internal node has a left child and a right child and there are \( N \) leaves in total. Let \( u_i^N \) denote the vector to be encoded, wherein \( u_i \) is an information bit if the \( i \)-th bit-channel is good and otherwise, is set to zero. The binary bits \((u_0, u_1, \ldots, u_{n-1})\) are assigned to the leaves of the tree from left to right. In fact, a vector of length \( 2^{n-1} \) is associated to a node at depth or level \( i \) of the tree. Consider a node at the \( i \)-th level of the tree and call it \( c \). Let \( u_{j+1}^{2^{n-i}-1} \) be the sub-vector assigned to the leaves of the tree that are grandsons of \( c \). Then the vector assigned to \( c \) is \( u_{j+1}^{2^{n-i}-1} \mathcal{G}^{|n-i|} \). The encoding can be done in \( n \) steps:

- Initialize the tree by assigning \( u_0^{N-1} \) to the leaves of tree, from left to right, respectively.
- For \( i = 1, 2, \ldots, n \), at time instance \( i \), each node at level \( n-i \) of the tree gets two vectors \( u_L \) and \( u_R \) from its left and right child, respectively. Then it computes \((u_L, u_R)\) and returns it to its parent in the next time instance.
- At time instance \( n \), the vector computed at the root of the tree is the encoded vector.

This encoding structure is shown for a polar code of length \( 8 = 2^3 \) in Figure 1.

![The binary tree representation of 3-dimensional polar encoder](image)

**B. Proposed successive decoding of polar codes based on \( n \)-dimensional realization**

A new structure for successive cancellation decoding of polar codes based on their multi-dimensional realization is discussed in this subsection. The new decoding structure results in efficient decoding latency and space complexity.

For ease of notation, for any two real numbers \( a \) and \( b \), let

\[
a \star b \triangleq \frac{ab + 1}{a + b}
\]

This operation can be interpreted as follows. Assuming that \( a \) and \( b \) are the likelihood ratios of two independent binary random variables \( X \) and \( Y \) e.g.

\[
a = \frac{P(X = 0)}{P(X = 1)} \quad \text{and} \quad b = \frac{P(Y = 0)}{P(Y = 1)}
\]

Then \( a \star b \) is the likelihood ratio for \( X \oplus Y \). The definition of this operation is also extended to vectors of the same size, in which case the operation is applied in a component-wise manner.

The simplest way to describe the proposed decoding structure is via binary tree. This is shown in Figure 2. The proposed polar decoder is initialized at the root of the tree, where the input is the soft channel output. The other input to the decoder is the indicator vector \( G \) for the good bit-channels. If the \( i \)-th bit-channel is good, then \( G(i) = 1 \) and otherwise, \( G(i) = 0 \).

The procedure for passing the hard information to the top of the tree is similar to that of the encoding process discussed in the previous subsection. At the end of decoding, each node at depth \( i \) of the tree, will have a hard information as a vector of length \( 2^{n-i+1} \). The hard information calculation across the tree is done by the following rules:

- If a leaf corresponds to an information bit, then its hard decision is made as soon as its LLR is calculated (explained in the soft information calculation), otherwise its hard decision is equal to its frozen value.
- For any internal node, its hard information is calculated once the decoding process for both of its children is finished. Let vectors \( H_L \) and \( H_R \) be the hard information calculated at its left and right children, respectively. Then the hard information of the parent is the vector \((H_L + H_R, H_R)\).

The computation of soft information for the left and right child follows the same rule as in simple \( 2 \times 2 \) polarization block, extended to a vector of likelihood ratios (LRs). Each node at depth \( i \) of the tree will have a vector of length \( 2^{n-i+1} \) of LRs.

- The LR of the root of tree is a vector of length \( N \), provided by the \( N \) channel observations.
- Let LR of an internal node be \( L = (L_1, L_2) \), where the length of \( L_1 \) and \( L_2 \) is half of the length of \( L \). Then the LR of the left child is \( L_L = L_L \star L_2 \).
- The LR of a right child \( L_R \) is calculated after the decoding of its left sibling is finished. Given the LR of its parent \( L = (L_1, L_2) \) and the hard information vector \( H_L \) calculated at its left sibling, which has the same length as \( L_1 \) and \( L_2 \),

\[
L_R = L_1^{1-2H_L} L_2
\]
The decoding latency and space complexity of the proposed \( n \)-dimensional polar decoder is \( O(N) \), where \( N = 2^n \) is the length of polar code.

V. SOFT SUCCESSIVE DECODING

In our proposed \( n \)-dimensional tree structure for polar decoder, the soft information generated by the channel outputs are passed down the tree, while the hard decisions are passed up in the tree. In this section, we describe how to run a soft successive decoder, wherein the soft information are passed up in the tree instead of the hard information.

A. Soft information combining

The idea is to combine the soft information at all the internal nodes to pass to the parents. These soft information are called lower-LR (or lower-LLR in the log domain) and are denoted by \( H \), whereas the LRs computed recursively from the top of the tree will be called upper-LR and are denote by \( L \).

At the beginning, the set of upper-LRs are only non-zero at the root of the tree which are given by the channel output. The set of lower-LRs at the leaves of the tree that correspond to bit-channels are initialized as follows: for the leaves that are frozen to zero, the lower-LR is set to \(+\infty\). Otherwise, the bit-channel carries an information bit for which we do not have any a priori information. Therefore, we set the lower-LRs of the information bit-channel to 1. The lower-LRs of all the other nodes in the tree is also set to 1. The equations for updating the lower-LRs and upper-LRs in the tree are discussed next.

Consider a node \( V \) in the decoding tree, at depth \( i \) (the depth of the root is 0 and the depth of the leaves is \( n \)). Then a vector \( L \) of length \( 2^{n-i} \) of upper-LRs is passed to \( V \) from its parent. Let \( L = (L_1, L_2) \), where \( L_1 \) and \( L_2 \) have the same size \( 2^{n-i-1} \). Let also \( H_L \) and \( H_R \) be the a priori lower-LRs of the children of \( V \). The length of \( H_L \) and \( H_R \) is also \( 2^{n-i-1} \).

Let \( V_L \) denote the left child of \( V \) and \( V_R \) denote the right child of \( V \). Then the upper-LR \( L_{LR} \) of \( V_L \) is calculated as

\[
L_{LR} = L_1 \ast (L_2 H_R)
\]

where the product of vectors is considered as component-wise product. The vector \( L_{LR} \) is passed to \( V_L \) and the soft successive decoder is called for the node \( V_L \) and its subtree with input \( L_{LR} \). Let \( H'_{LR} \) be the computed vector of lower-LRs at \( V_L \). In fact, \( H'_{LR} \) replaces \( H_{LR} \) as the a priori lower-LR of \( V_L \). Then the upper-LR \( L_{LR} \) of the right child \( V_R \) is computed as

\[
L_{LR} = L_2 (L_1 \ast H'_{LR})
\]

Then the vector \( L_{LR} \) is passed to \( V_R \) and the soft successive decoder is called again for \( V_R \) with input \( L_{LR} \). Let \( H'_{LR} \) denote the computed vector of lower-LRs at \( V_R \) at the end of the soft successive decoder for \( V_R \). \( H'_{LR} \) replaces \( H_{LR} \) as the set of a priori lower-LRs of \( V_R \).

At the last step of the call to soft successive decoder for node \( V \), the set of lower-LRs of \( V \) needs to be updated. The vector of lower LRs \( H \) of the node \( V \) is computed as follows:

\[
H = [H'_{LR} \ast (L_2 H'_{LR}), H'_{LR} (H'_{LR} \ast L_1)]
\]

In the next iteration, the soft successive decoding with the given channel output is run again. However, the difference is that the already computed lower-LLRs of all nodes in the decoding tree are stored from the previous iteration. They can help to boost the performance of the soft successive decoder.

The performance of the proposed soft successive decoding of polar codes is simulated to compare with Arıkan’s hard SC decoding. The block length is \( N = 1024 \) and the rate of the code is 0.5. The soft successive decoding is performed with 8 iterations \((i = 8)\). As shown in Figure 3, soft successive decoding slightly improves the performance of polar codes, in terms of the frame error rate FER, upon hard SC decoding by 0.1dB SNR. The bit error rates are also compared where the improvement of soft successive decoding is somewhat larger. This can be interpreted as follows. In soft successive decoding, the bit errors are less effective to the proceeding ones which reduce the error propagation through the whole block, comparing to hard SC decoder.

![Soft Successive Decoding](image)

**Fig. 3.** Performance of soft successive decoding of polar codes
B. Soft successive decoding with iterative detection over BICM channels

In a previous work, we proposed capacity achieving polar-based schemes for transmission over multi-channels, called compound polar codes [14]. Compound polar codes [14] are proposed for reliable communication over the general model of multi-channels, where the encoded bits are transmitted across a certain set of binary-input channels. Bit interleaved code modulation (BICM) channels are good examples of multi-channels. For instance, BICM with 16-QAM can be modeled as a multi-channel with two constituent channels, called a 2-multi-channel and BICM with 64-QAM can be modeled as a multi-channel with three constituent channels, called a 3-multi-channel.

We have extended the proposed $n$-dimensional decoding and the soft successive decoding to compound polar codes. The iterative detection and decoding (IDD) can be carried as follows. In each iteration, the soft information in the root of the tree can be used as a priori LLRs for demodulating BICM symbols. This is simulated assuming the same parameters in the previous subsection. The simulation results show about 0.1 dB improvement.

![Soft decoding and IDD for 16-QAM BICM](image)

**Fig. 4.** Soft decoding and IDD for 16-QAM BICM
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