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Some refelections about the Lambert W Function as
inverse of x · log(x)

Ulrich Tamm

Abstract— The Lambert W function fulfills W (y) · eW (y) = y.
With the choice y = log(x) it can hence be applied to invert
the function f(x) = x · log(x), which is of some interest in
the problems discussed. Further applications of the Lambert W
function in information theory are briefly surveyed.

Index Terms— Lambert W function, take away games, binary
entropy

I. INTRODUCTION

Some reflections will be presented about situations in which
the function f(x) = x · log(x) has to be inverted. Actually,
this was motivated a long time ago by the analysis of a
certain take–away game, a generalization of the well–known
Fibonacci Nim. In the formula for the winning positions a
recursion a(n) = a(n − 1) + a(n − k) occured where k is
about c · ln(c) for some c > 1.

At the Workshop ”Information Theory in Mathematics”,
Balatonlelle, Hungary, 2000, the author presented a short
lecture about the problem and asked if somebody in the
audience might have some idea about how to invert x · log(x).
In the coffee break Benjamin Weiss pointed out the (those
days) recent paper by Corless, Gonnet, Hare, Jeffrey and
Donald Knuth [9] about the Lambert W function.

The Lambert W function, actually, is the inverse of y · ey ,
but with the choice of y = ln(x) also x · ln(x) can be
inverted. Several formulae and applications are listed in [9].
For instance, also tower functions of the form xxx...

might be
inverted via Lambert W.

Since x ·ex is not an injective function, the inverse function
splits into two branches, W0(x) for x ≥ 1

e and W−1(x) for
x < 1

e . W0 has the nice Taylor expansion (related to the
enumeration of trees)

W0(x) =

∞∑
n=0

(−n)n−1

n!
xn

Unfortunately, application of the Lambert W function –
more exactly, its branch W0 – did not yield much insight
into the recursion under discussion for the take–away game.
However, some interesting problems remain, which are stated
in the next section.

The reason to ask information theorists about the inverse
of x · log x was, of course, the occurrence of this term in the
entropy function. In Section 2 it is briefly shown that it can be
used to approximately determine the probability p for a given
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binary entropy if p is small. Here, the branch W−1 comes into
play. However, the approach does not seem to be very useful
because an expression of the Lambert function in terms of
elementary functions does not seem to be at hand.

Finally, in Section 3, the development of applications of
the Lambert W function in information theory since 1996 is
briefly surveyed.

II. INVERSION OF x · log x
Schwenk [26] found the winning positions of a certain take-

away game via the recursion

a(n) = a(n− 1) + min
{
a(i) : a(i) ≥ a(n− 1)

c

}
Here, c > 1 is a real number determining the rules of the

game: in each turn the player is allowed to remove at most c
times as many pieces from the pile as his opponent in his turn
before.

In [26] it was further shown that finally

a(n) = a(n− 1) + a(n− k)

for a fixed number k = k(c). The game is also discussed by
Berlekamp, Conway, and Guy in volume 3 of their famous
work ”Winning Ways for Your Mathematical Plays”, where
they ask for the values of k, when c is an integer number.
For instance for c = 2 the Fibonacci numbers arise, hence
k(2) = 1. For small k exact values are known, in general,
k(c) is about c · ln(c), e.g., [33], where ”about” means that

c · ln(c)− ln(c) < k(c) < c · ln(c) + ln(c)

Our computer observations suggest that k(c) is indeed very
close to c · ln(c).

For this reason the interest in the inverse function of c·ln(c)
arose. Actually, application of the Lambert W function did not
yield the desired insight. However, two interesting questions
arose:

Question 1: Are there further applications of sequences
x1, x2, ... with almost constant differences xi+1 · ln(xi+1) −
xi · ln(xi)?

Question 2: A number approximately 0.7322... seems to
involved. What is this number? It might be related to the
gamma function.

Another situation where the inversion of c·ln(c) might come
into play is the conclusion from a given value of the binary
entropy to the underlying probabilities.
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Of course, h(p) = −p · log2(p)− (1−p) · log2(1−p) is the
sum of two terms but for small p the first summand is strongly
dominating. Further, then the approximation ln(1 − p) ≈ −p
is rather accurate. Thus
h(p) = − 1

ln 2

(
p · ln(p) + (1− p) · ln(1− p)

)
≈ − 1

ln 2

(
p · ln(p) + (1− p) · (−p)

)
≈ − 1

ln 2

(
p · ln(p)− p

)
= − 1

ln 2 · p · (ln(p)− 1)
= − 1

ln 2 · p · ln(
p
e ) = −

1
ln 2 · e ·

p
e · ln(

p
e ).

Hence, given a value − ln(p) − ln(1 − p) = x a small p
may be approximated by p = eW−1(

x
e+1).

If one is only interested in the numerical values this might
be quite okay. For instance, for x = 0.19851524 it is p = 0.05
and p = 0.049576, and for x = 0.056002 it is p = 0.01 and
p = 0.09989.

On the other hand, e.g., via Newton iteration the exact
values can be obtained.

More interesting might be a further simplification via an
analytical approximation of the Lambert W expression. Un-
fortunately, there are two obstacles here.

First, the W function returns the logarithm of p, which for
small p has a large absolute value outside the convergence
radius of the Taylor series.

Secondly, the existing approximation formulae, e.g., [2], [7],
[31] would yield a polynomial with ln(| lnx|) as argument
which seems to be difficult to handle.

III. FURTHER APPLICATIONS IN INFORMATION THEORY

After Corless et al. had published their paper [9] the Lam-
bert W function attracted a lot of interest. It is implemented
in the standard mathematical software packages as Maple,
Mathematica, Matlab, etc. There is even a discussion in the
mathematical community that it might deserve the status of a
special function (as, for instance, the gamma function). This
is mainly due to the many applications in between found
in physics, differential equations, combinatorics and graph
theory, etc. (cf. [14], [5])

The development with most impact for electrical engineer-
ing seems to be the description of the relation between voltage
current and resistance in a diode in terms of the Lambert W
function [1].

Soon after the publication of [9] the Lambert W function
entered the literature in various areas of information and
coding theory, e.g., [29], [19], [10], [17], [18], [24], [25], [30]
and related fields as signal processing [6], networks [4], [8],
compression [23] or image coding [11], [32]

The list is by far not complete but it shows that the
applications seem to fall into the following categories:

1) Asymptotic analysis of codes using the Taylor series of
the Lambert W function, e.g., [29], [15],

2) Optimization problems in which an expression of type
w · ew or y · log y arises, e.g., [10], [19], [25], [30],

3) New entropy concepts obtained by modifying the entropy
axioms - mostly discussed by researchers in physics, e.g., [16],
[27],

4) Analysis of Kullback-Leibler divergence, e.g, [11], [20],
[28].

5) Related statistics, for instance, analysis of heavy tailed
data [12], [13], [21], [22]
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