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Abstract—Our view is that the purpose of a neuron is to send information to its targets about the state of the neuron's input. The neuron's input signals contribute to the neuron's excitation called the postsynaptic potential (PSP). Once the PSP hits a threshold, the neuron fires an electrical pulse called the action potential (AP). We subscribe to the time coding viewpoint, i.e., information is encoded in the time interval between two subsequent AP's called the interpulse interval (IPI). We use Shannon's mutual information as a measure of neural information between the input intensity and the duration of the output IPI's. Due to a neuron's remarkable energy-efficiency, we assume that the neuron maximizes the information between its input and output for a given mean energy budget.

The PSP buildup of the neuron can be modeled by the generalized inverse Gaussian (GIG) diffusion, which is a generalization of the Wiener process with constant drift. The first hitting time (FHT) distribution of the GIG diffusion is known as the GIG distribution. A GIG neuron is one whose FHT of the threshold has a GIG distribution. The information-energy relationship of such a neural model has been much studied by our research group. However, for certain values of the parameters in the GIG distribution and energy terms, although the resulting marginal distribution of the IPI duration is another GIG distribution, the information-maximizing input distribution in a Lagrangian optimization setting results in an input distribution that is negative at certain points. This implies that some portions of the information-energy curve act as an upper bound to the maximum information. This paper begins to address that problem. The Karush-Kuhn-Tucker (KKT) conditions are used to determine the point of minimum average energy and the slope of the information-energy curve at that point. The implication is that a tighter upper bound of the information-energy curve and the point of maximum bits per joule can be obtained.

Index Terms—Neurons, Postsynaptic potential (PSP), generalized inverse Gaussian (GIG) diffusion, Karush-Kuhn-Tucker conditions, Shannon capacity curve, mutual information.

I. INTRODUCTION

It is widely believed that the function of a neuron is to send to its targets information about the state of its input. The neuron can receive inputs from sensory cells or other neurons, whereas its targets could be muscle cells or other neurons. Our neuron of interest is a pyramidal neuron in the primary sensory cortex. We refer to this neuron as neuron $j$, or just $j$ when that is unambiguous. Neuron $j$ receives input from ca. ten thousand other neurons and sends this information to roughly the same number of targets. The set of neuron's whose output reach $j$ is called $j$'s afferent cohort.

We use Shannon's mutual information [1] as a measure of neural information. Shannon's mutual information is an intuitive measure of “information” and has many theories surrounding it. Other measures of neural information is possible, but we believe that Shannon's mutual information is appropriate for our purposes. Furthermore, Shannon's mutual information has been used and studied in the context of neuroscience [2]–[6].

Neurons are remarkably energy efficient and are widely believed to minimize the amount of energy needed to function [7]–[12]. Thus, we assume that $j$ minimizes the energy needed to send a certain number of bits of information. However, this is also equivalent to maximizing the amount of bits sent given a fixed amount of energy. We adopt the latter point of view, which is more consistent with traditional information theory. Often, information theorists are concerned with finding the constrained capacity of a channel, which is the maximum mutual information that can be conveyed given a restriction on the channel use [13].

A. Neural Function

Neuron $j$ is composed of three parts: the dendrite, the soma, and the axon. The dendrite acts as the input line and carries the input to the soma. In the soma, the input is integrated into the neuron’s excitation called the postsynaptic potential (PSP). The axon acts as the output line, carrying $j$’s output to all of its targets. Neuron $j$’s dendrite forms a connection called a synapse with the axon of each neuron in $j$’s afferent cohort. The synapse can be either excitatory or inhibitory. Excitatory synapses increase the PSP while the inhibitory synapses decrease the PSP or cancel excitatory signals. The PSP builds up over time and once it reaches a threshold, $j$ emits a pulse called an action potential (AP) along the axon to its targets. An AP at a synapse elicits a pulse in the target dendrite, which becomes an input to the neuron. We refer the readers to [14] for a more comprehensive introduction to basic neural function. We subscribe to the timing code viewpoint: the output information is encoded in the time duration between adjacent AP's. We call this time duration the interpulse interval
We model the average input intensity and duration of the $k^{th}$ IPI as the random variables $\Lambda_k$ and $T_k$, respectively. We will assume that each IPI is independent of any other. We also assume that the behavior of the neuron does not change in the observed time interval. Hence, we drop the $k$ subscript and refer to the corresponding random variables as $\Lambda$ and $T$ in an arbitrary IPI.

II. THE GIG NEURON MODEL

Since the neurons in $j$’s afferent cohort are numerous and each contribute a small amount to the PSP, a time-homogeneous stochastic diffusion can be used to model the behavior of the PSP as it approaches the threshold. A time-homogeneous stochastic diffusion $Y_t$ can be described by a stochastic differential equation:

$$dY_t = d(Y_t)dt + \sigma(Y_t)dW_t,$$

where $\mu(y)$ is the drift and $\sigma(y)$ is the infinitesimal variance. The random process $\{W_t\}$ is the standard Wiener process. The first of the time-homogeneous stochastic diffusion model was proposed in [16], where the diffusion was the Wiener process with constant drift. Others include the Ornstein-Uhlenbeck, the Feller, and processes based on biophysical models of the neuron [17]–[28]. However, we adopt the GIG diffusion model as our neural model [29].

The PSP of the GIG neuron is modeled as a GIG diffusion given a constant infinitesimal variance $\sigma^2$ and a drift given by [29], [30]

$$d(y) = \sigma^2 \frac{2\alpha - 1}{2(\theta - y)} + \sigma \frac{\sqrt{2\gamma} K_{\alpha - 1}(\frac{\theta - y}{\sigma} \sqrt{2\gamma})}{K_{\alpha}(\frac{\theta - y}{\sigma} \sqrt{2\gamma})},$$

where $K_{\alpha}(\cdot)$ is the modified Bessel function of the second kind of order $\alpha$. The parameters $\alpha$ controls the attraction to the threshold, $\theta$ is the threshold, and $\gamma$ controls a constant drift component [31]. The parameters satisfy $\alpha \leq 0$ and $\gamma > 0$.

We choose the GIG model because it models the upswing of the PSP as it approaches the threshold elicited by the sodium channels in the neural membrane. Furthermore, the first hitting time (FHT) distribution of the GIG diffusion is known, allowing us to evaluate the model analytically.

The FHT of the GIG diffusion is known as the generalized inverse Gaussian (GIG) distribution [30]. For our neural model, given a fixed input intensity $\Lambda = \lambda$, the FHT is described by the following GIG distribution

$$Q(t|\lambda) = \frac{\lambda^\alpha t^{\alpha - 1} \exp(-\beta/\lambda t - \gamma t)}{2(\beta/\gamma)^{\alpha/2} K_{\alpha}(2\sqrt{\beta\gamma})},$$

$$\lambda, t > 0.$$  

The parameter

$$\beta = \frac{\theta^2}{2\sigma^2}.$$  

The neuron can serve as our “channel”, where the input intensity $\Lambda$ is converted into an output IPI duration $T$. In fact, this relationship is described by a multiplicative noise channel given by

$$T = \frac{U}{\Lambda}, \quad U \perp \Lambda,$$

where $U$ is distributed as a GIG distribution.

A. Energy Costs

There are energy costs for processing incoming spikes. We choose the GIG model because it models the upswing of the PSP as it approaches the threshold. A time-homogeneous stochastic diffusion model was proposed in [16], where the diffusion was the Wiener process with constant drift. Others include the Ornstein-Uhlenbeck, the Feller, and processes based on biophysical models of the neuron [17]–[28]. However, we adopt the GIG diffusion model as our neural model [29].

The total energy cost $g(\lambda, t)$ is given by the sum of its components

$$g(\lambda, t) = A + Bt + L/t - D \log(t) + G\lambda t.$$
s because they vary with s. In terms of the parameters and s,
the information can be written as [33]
\[ I(A; T) \leq \log \left( \frac{K_a(2\sqrt{bc})}{K_a(2\sqrt{\beta \gamma})} \right) + \frac{d}{dx} \left[ \log \left( \frac{K_{\alpha x}(2\sqrt{bc})}{K_{\alpha x}(2\sqrt{\beta \gamma})} \right) \right]_{x=1} \]  
(10)
where \( a = sD, b = sL, \) and \( c = sB. \)

A. The Marginal of \( \Lambda \) for \( \gamma = 0 \)

Here, we show that for \( \gamma = 0, \) the resulting \( p(\lambda) \) fails to meet the inequality constraint. When \( \gamma = 0, \) the constant drift component is non-existent and only the attraction to the threshold propels the diffusion upward. The conditional distribution in this case is given by the inverse gamma distribution
\[ Q(t|\Lambda) = \frac{\beta^{-\alpha} \lambda^\alpha t^{\alpha-1} \exp(-\frac{t}{\beta})}{\Gamma(-\alpha)}, \]  
(11)
where the limit of \( K_\alpha \) is used. The optimality condition can be obtained via calculus of variations:
\[ I(\Lambda = \lambda; T) = s \mathbb{E}[g(\Lambda, T)|\Lambda = \lambda] + \mu + \nu(\lambda), \]  
(12)
where
\[ I(\Lambda = \lambda) = \mathbb{E}[\log(Q(\Lambda|T)/q(t))] \]  
(13)
is the information conditioned on \( \Lambda = \lambda. \) The distribution \( q(t) \) is the marginal of \( T \) and is given by \( q(t) = \int_0^\infty Q(t|\lambda)p(\lambda)d\lambda. \)
It turns out that the marginal of \( T \) is the same regardless of \( Q(t|\lambda) \) and is given by the GIG distribution
\[ q(t) = \frac{t^{\alpha-1} \exp(-c/t - b t)}{2(b/c)^{\alpha/2} K_\alpha(2\sqrt{bc})}. \]  
(14)

We make the substitution \( \omega = (\beta/\lambda)^{-1} \) and \( \tau = t^{-1}. \) Let \( r(\omega) = \omega^{-2} p(\beta/\omega), \) i.e., the pdf of \( \Lambda^{-1}. \) We can write the following equation:
\[ \int_0^\infty \omega^{-\alpha-\alpha+1} \exp(-\omega \tau) \Gamma(-\alpha) r(\omega)d\omega = q(\tau^{-1}). \]  
(15)
Note that the left hand side is in a form of a Laplace transform. Hence, we can move all terms of \( \tau \) to the right-hand side, take the inverse transform and get [34]
\[ r(\omega) = C_3^{-1} \omega^\alpha (\omega - b)^{\frac{\alpha-1}{2}} J_{\alpha-\alpha-1}(2\sqrt{c(\omega - b)}), \omega \geq b, \]  
(16)
where \( J_{\alpha} \) is the Bessel function of the first kind of order \( \alpha \) and
\[ C_3 = \frac{2b^{\alpha/2} c^{(-\alpha-1)/2} K_\alpha(2\sqrt{bc})}{\Gamma(\alpha)}. \]  
(17)
However, we see that \( r(\omega) < 0 \) for some values of \( \omega \) because \( J_{\alpha} \) falls below zero. Hence, \( r(\omega) \) is not a pdf, which implies that \( p(\lambda) \) is not a pdf. The relaxed version of (7) leads to an answer we cannot use. Therefore, we cannot remove the inequality constraint when solving (7) in general.

IV. POINT OF LEAST ENERGY

In this section, we solve for the point on the information-energy curve with \( I(\Lambda; T) = 0. \) We call this the point of least energy, where this is the amount of energy \( j \) must use in a given IPI without even trying to convey any information. First we recast (7) as a minimization problem: we seek the input distribution that minimizes energy for fixed mutual information. The problem can be written as
\[ \text{minimize} \quad \mathbb{E}[g(\Lambda, T)] \]  
\[ \text{subject to} \quad I(\Lambda; T) = \mathcal{I} \]  
\[ \int_0^\infty p(\lambda)d\lambda = 1 \]
\[ p(\lambda) \geq 0, \lambda \geq 0. \]  
(18)
We choose the value of \( \mathcal{I} \) to be 0. The information \( I(\Lambda; T) = 0 \)
if \( Q(t|\lambda) = p(t) \) for all values of \( \lambda \) such that \( p(\lambda) > 0. \) This is true if \( p(\lambda) = \delta(\lambda - \lambda^*) \) for some \( \lambda^*, \) where \( \delta \) is the Dirac-delta function. Furthermore, we rewrite the energy function in terms of the input. Define \( g(\lambda) \) as
\[ g(\lambda) = \mathbb{E}[g(\Lambda; T)|\Lambda = \lambda]. \]  
(19)
For (6), this is
\[ g(\lambda) = \bar{A} + \bar{L} \lambda + \bar{B}/\lambda + \bar{D} \log(\lambda), \]  
(20)
where \( \bar{A} = A + k_{\text{lin}} G - k_{\text{inv}} D, \bar{B} = k_{\text{lin}} B, \bar{L} = k_{\text{inv}} L, \) \( \bar{D} = D. \) The constants \( k_{\text{lin}}, k_{\text{inv}}, \) and \( k_{\text{log}} \) are defined as
\[ k_{\text{lin}} = \mathbb{E}[\Lambda T|\Lambda] = \sqrt{\frac{\beta}{\gamma}} K_{\alpha+1}(2\sqrt{\beta \gamma}), \]  
(21)
\[ k_{\text{inv}} = \mathbb{E}\left[ \frac{1}{\Lambda T} | \Lambda \right] = \sqrt{\frac{\gamma}{\beta}} K_{\alpha-1}(2\sqrt{\beta \gamma}), \]  
(22)
and
\[ k_{\text{log}} = \mathbb{E}[\log(\Lambda T)|\Lambda] = \frac{1}{2} \log \frac{\beta}{\gamma} + \frac{\beta}{\gamma} K_{\alpha}(2\sqrt{\beta \gamma}), \]  
(23)
respectively.

Now the minimization problem is simply to find the value of \( \lambda^* \) that minimizes \( g(\lambda). \) This is can be obtained by obtaining the critical point of \( g \) via its derivative and setting it equal to zero:
\[ \frac{d}{d\lambda} g(\lambda) = \bar{L} - \bar{B}/\lambda^2 + \bar{D} = 0 \]  
(24)
The quadratic formula states that there are two solutions to this equation, but since \( \lambda \geq 0, \) we only choose the one that is non-negative, which is
\[ \lambda^* = \frac{-\bar{D} + \sqrt{\bar{D}^2 + 4\bar{B}\bar{L}}}{2\bar{L}}. \]  
(25)
We also observe that the second derivative of \( g \) at \( \lambda^* \) is
\[ \frac{d^2}{d\lambda^2} g|_{\lambda=\lambda^*} = \frac{2\bar{B}}{(\lambda^*)^3} - \frac{\bar{D}}{(\lambda^*)^2} = \frac{\bar{B}}{(\lambda^*)^3} + \frac{\bar{L}}{\lambda^*}, \]  
(26)
which is always positive for \( \lambda^* > 0. \) Hence, the critical point is a minimum.
The marginal of $T$ is then given by
\[ q(t) = Q(t|\lambda^*) = \frac{(\lambda^*)^n t^{n-1} \exp(-\beta/\lambda^* t - \gamma \lambda^* t)}{2(\beta/\gamma)^{n/2} K_n(2\sqrt{\beta\gamma})}, \quad t > 0, \] (27)
which is another GIG distribution. The minimum energy $E^*$ is given by $g(\lambda^*)$, or equivalently, $\mathbb{E}[g(\Lambda,T)|\Lambda = \lambda^*].$

V. INITIAL SLOPE OF THE INFORMATION-ENERGY CURVE

Of interest is also the slope of the information-energy curve at $E = E^*$. The slope can be obtained from the Karush-Kuhn-Tucker conditions. The KKT conditions are the conditions that optimize problems with inequality and equality constraints must satisfy. For (7), the KKT conditions are
\[ I(\Lambda = \lambda; T) = s \tilde{g}(\lambda) + \mu + \nu(\lambda) \]
\[ \nu(\lambda) \leq 0 \]
\[ \nu(\lambda)f_\Lambda(\lambda) = 0, \] (28)
and including the original equality constraints in (7). The value of $s$ is still the rate of change of information with respect to $E$. From section IV, the marginals of $\Lambda$ and $T$ for $E = E^*$ are known. We can use this to determine the value of $s$, $\mu$, and $\nu(\lambda)$ for $E = E^*$. Now we substitute in the expression for $I(\Lambda = \lambda; T)$ and $\tilde{g}(\lambda)$,
\[ \mathbb{E}\left[ \log \frac{\Lambda^\alpha \exp(-\beta T - \gamma \Lambda T)}{(\lambda^*)^\alpha \exp(-\frac{\beta}{\lambda^*} T - \gamma \lambda^* T)} \right] = \lambda = \tilde{\lambda} \]
\[ s \left( \tilde{A} + \tilde{L} \lambda + \frac{\tilde{B}}{\lambda} + \tilde{D} \log(\lambda) \right) + \mu + \nu(\lambda) \] (29)
Carrying out all of the expectations yields
\[ \alpha \log(\lambda) + \frac{\beta k_{\text{inv}}}{\lambda^*} \lambda + \gamma k_{\text{inv}} \lambda^* \lambda^{-1} + Y = \]
\[ s \tilde{D} \log(\lambda) + s \tilde{L} \lambda + s \tilde{B} \lambda^{-1} + s \tilde{A} + \mu + \nu(\lambda), \] (30)
where $Y = -\beta k_{\text{inv}} - \gamma k_{\text{inv}} - \alpha \log(\lambda^*)$. The left-hand and right-hand sides must equal. Therefore, the functions $\nu$ and $\mu$ must make them equal. Hence, we let $\nu$ be
\[ \nu(\lambda) = -s \tilde{L} \lambda - s \frac{\tilde{B}}{\lambda} - s \tilde{D} \log(\lambda) + k, \] (31)
where $k$ is chosen so that $\nu(\lambda) \leq 0$. Thus, $\tilde{B}$, $\tilde{L}$, and $\tilde{D}$ compensate for $\tilde{B}$, $\tilde{L}$, and $\tilde{D}$ so that the $\lambda$ terms hold. Hence, we can create a system of equations so that the $\lambda$ terms match up
\[ s(\tilde{D} - \hat{D}) = \alpha, \]
\[ s(\tilde{L} - \hat{L}) = \frac{\beta k_{\text{inv}}}{\lambda^*}, \]
\[ s(\tilde{B} - \hat{B}) = \frac{\gamma k_{\text{inv}} \lambda^*}{\lambda^*}, \]
\[ -s \hat{L} + s \frac{\hat{B}}{\lambda^*} - s \hat{D} \log(\lambda^*) = 0. \] (32)
The last equation is necessary in order for the critical point of $\nu(\lambda)$ occurs at $\lambda^*$. The value of $\nu(\lambda)$ must be 0 for $\lambda = \lambda^*$ and negative everywhere else in order to satisfy the KKT conditions. Thus, the maximum must occur at $\lambda^*$. For the critical point to be a maximum, it is sufficient to have
\[ \hat{D} > 0, \hat{L} > 0, \text{ if } \hat{D} = 0, \]
\[ \hat{B} > 0, \hat{L} > 0, \text{ if } \hat{D} < 0, \]
\[ \hat{B} > 0, \hat{L} < 0, \text{ if } \hat{D} > 0. \] (33)
It turns out that only three out of the four equations in (32) are independent. Hence, we fix $s$ and solve the system using only the first three equations, which yields
\[ \hat{D} = \hat{D} - \frac{\alpha}{s}; \]
\[ \hat{L} = \hat{L} - \frac{\beta k_{\text{inv}}}{\lambda^* s}; \]
\[ \hat{B} = \hat{B} - \frac{\gamma k_{\text{inv}} \lambda^*}{s}. \] (34)
Due to (33), it must be that
\[ s \geq \frac{\beta k_{\text{inv}} + \gamma k_{\text{inv}} \lambda^*}{\lambda^* L - \beta}. \] (35)
The slope of the tangent at $E = E_0$ is the smallest allowable value of $s$. We call this value $s_0$ and its value is
\[ s_0 = \frac{\beta k_{\text{inv}} + \gamma k_{\text{inv}} \lambda^*}{\lambda^* L - \beta}. \] (36)
To determine the value of $k$, recall that the maximum of $\nu$ must be 0. Since this maximum occurs at $\lambda = \lambda^*$, the value of $k$ must be
\[ k = s \tilde{L} \lambda^* + s \frac{\hat{B}}{\lambda^*} + s \hat{D} \log(\lambda^*). \] (37)
The value of $\mu$ must make the rest of the terms in (30) equal. Therefore, its value is
\[ \mu = Y - s \tilde{A} - k. \] (38)
We have forced the KKT conditions to be true for all $\lambda$ and thus have found the initial slope of the information-energy curve.

VI. DISCUSSION

Two examples of the upper bound of the information-energy curve with the point of least energy and its initial slope are shown in Figure 1. The point of least energy should occur below the upper bound. However, the gap between this point and the upper bound depends on the parameter set. We empirically found that using smaller values of $\alpha$, $\beta$, and $\gamma$ leads to a larger gap. However, the exact relationship between the gap and the parameter set is an open question.

Using the point of least energy and the initial slope, we can improve the upper bound. Since the information-energy curve is convex and non-decreasing [35], $I(\Lambda; T)$ and $E_\gamma$ is a decreasing function of the slope $s$. In other words, as energy increases, information increases and the slope of the curve decreases. Hence, the information-energy curve cannot exceed the line of slope $s_0$ at the point of least energy (Figure 1). So this is an improved upper bound on the information-energy curve. Furthermore, if the line intersects the upper bound at
some point after the maximum bits per Joule point, then we also have an improved upper bound on the maximum bits per Joule. Whether this will actually occur remains to be proven.

In all of the examples we examined, the initial slope $s_0$ was greater than the slope of the upper bound at the corresponding energy $E^*$. If we can show that the slope of the actual curve is greater than the slope of the upper bound, then we can bound the actual information-energy curve to within the gap at the point of least energy. This is in essence a lower bound on the information-energy curve. However, whether this fact is true or not is an open question.

VII. CONCLUSION

Previously, we found an upper bound of the information-energy curve of the GIG neuron. Here, we found one point on the actual curve. This point happens to be the point of least energy. We also found the initial slope of the information-energy curve. Using the point of least energy and the initial slope we have an improved upper bound. A possible next step is to determine whether the slope of the actual curve is greater than the slope of the upper bound at every energy value. If this is true, then we have found a lower bound on the information energy curve.
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