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Abstract—Content delivery networks store information dis- systems, so they need to have some amount of redundancy.
tributed across multiple servers, so as to balance the loadnd Erasure codes have recently sparked a renewed interest from
avoid unrecoverable losses in case of node or disk failureSoded 6 research community for this task. Files are encoded and
caching has been shown to be a useful technique which can . . . .
reduce peak traffic rates by pre-fetching popular content atthe distributed among a set of nodes (disks, servgrs, etc.)dh SU,
end users and encoding transmissions so that different usecan @ Way that the system can recover from the failure of a certain
extract different information from the same packet. On one fand, number of node<[1]/]2]. One widely used distributed sterag
distributed storage limits the capability of combining cortent  technique based on erasure codes is RAID (redundant array of

from different servers into a single message, causing perimance ; ; ; ; ;
losses in coded caching schemes. But, on the other hand, thelndependent disks). It combines multiple storage nodeskegi

inherent redundancy existing in distributed storage systms can S¢'VErS, etc.) into a single logical unit with data redumgra_n
be used to improve the performance of those schemes through TWO of the most common are RAID-4 and RAID-6, consisting

parallelism. _ . o of block-level striping with one and two dedicated parity
This paper designs a scheme combining distributed storagef o nodes, respectively [3],[4]. Most large scale systems asees
the content in multiple servers and an efficient coded cachi 51 of RAID with striping across multiple storage drivesitb

algorithm for delivery to the users. This scheme is shown to . . . o
reduce the peak transmission rate below that of state-of-t&-art store or replicate whole files as a single unit in the network

algorithms. nodes é.g.data centers) [5]. This increases the peak rate, but
it also simplifies book-keeping and deduplication, impove
. INTRODUCTION security, and makes the network more flexible.

For several decades, CPUs have doubled their speed ever@oded caching deals with the high temporal variability of
two years in what is commonly known as Moore’s law, but theetwork traffic: the peak traffic in the network is reduced by
storage technology has not been able to keep up with thid:trepre-fetching popular content in each receiver’s local each
magnetic hard drives have steadily increased their capacihemory during off-peak hours, when resources are abundant.
but not their speed. Current computers and communicati@oded caching has also recently become quite popular among
networks are not limited by the speed at which informatiothe coding community, starting with the work by Maddah-
can be processed, but rather by the speed at which it canAlieand Niesen in [[6], which focused on how a set of users
read, moved, and written. Furthermore, the recent infdonat with local memories can efficiently receive data from a ngl
explosion is driving an exponential increase in the demand fserver through a common link. Their seminal paper proposed a
data, which is not expected to slow down any time soon. Usaraching and delivery scheme offering a worst case perfocman
and applications demand more data at higher speeds, stgainithin a constant factor of the information-theoretic omtim,
the devices and networks to their maximum capabilities. as well as upper and lower bounds on that optimum. The

The IT industry has addressed this problem through pdower bounds were later refined inl [7] and new schemes were
allelism and caching: instead of using a single high capaciiesigned to consider non-uniform file sizes and popul&8ly [
storage drive to serve all the requests, networks usuadly di9], [L0]; multiple requests per usér [11]], [12]; variablember
tribute popular files across multiple independent servieas t of users [[18]; and multiple servers with access to the whole
can operate in parallel and cache part of the information ldirary of files [14].
intermediate or final nodes. This paper proposes and arsalyzeMaddah-Ali and Niesen’s work i [6] caches the information
multiple caching mechanisms for multi-server systems wittmcoded and encodes the transmitted packets. This scheme
different system parameters. Previous literature hasesddd performs well when the cache size is relatively large, but a
coded caching for single server systems and distributedgto close inspection shows that there are other cases in which it
without caching but, to the extent of our knowledge, this igerformance is far from optimal. Tian and Chen'’s recent work
the first work that considers both coded caching at the us@ng15] designs a new algorithm which encodes both the cached
and distributed storage at the servers. Furthermore, Vtigege and transmitted segments to achieve a better performance
solutions for systems with and without file stripinige( with  than [6] when the cache size is small or the number of users
files split among multiple servers and with whole files storeid greater than the number of files. However, this scheme also
in each server). focuses on a single server system. In this paper, we aim to

Distributed storage deals with how the information is stioredesign a joint storage and transmission protocol for thetimul
at the servers. Disk failures are very common in large swragerver multi-user system.
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Summarizing, prior work on distributed storage has studied The servers are assumed to operate on independent error-
how a single user can efficiently recover data distributdtee channels, so that two or more servers can transmit
across a set of nodes and prior work on coded caching hmagssages simultaneously and without interference to tine sa
studied how a set of users with local memories can efficiently different users. A server can broadcast the same message t
receive data from a single node. However, to the extent of amultiple users without additional cost in terms of bandwijdt
knowledge, it has not been studied how the cache placembut users cannot share the content of their caches with each
and content delivery should be performed when multiple sodether. This assumption makes sense in a practical setticg si
send data to multiple users through independent chanmelspker-to-peer content sharing is generally illegal. Alssers
this paper, we aim to design a joint storage and transmissigypically have an asymmetric channel, with large download
protocol for the multi-server multi-user system. We congbincapacity but limited upload speed.
distributed storage with coded caching utilizing paraiel Similarly, each server can only access the files that it is
and redundancy to reduce the peak traffic rate. The maitoring, not those stored on other servers. A server can read
contributions of our paper are: (1) a flexible model for multimultiple segments from its own files and combine them into
server systems where each files can be divided among multiplesingle message, but two files stored on different servers
servers or kept as a single block in one server; (2) an extenscannot be combined into a single message. However, it will be
of the coded caching algorithms ih] [6] and [15] to stripingasssumed that servers are aware of the content cached by each
multi-server systems; (3) new caching and delivery schemaser and of the content stored in other servers, so that tey c
with significantly lower peak rates for the case when files ammordinate their messages. This can be achieved by exeftangi
stored as a single unit in a data server. segment IDs through a separate low-capacity control channe

The rest of the paper is structured as follows: Secfidbn o by maintaining a centralized log.
introduces the system model and two existing coded cachinglhe problem consists of two phases: placement and delivery.
algorithms for single server systems, namely the one pegpoduring the placement phase, the content is stored in thésuser
by Maddah-Ali and Niesen iri 6] and the interference elimicaches. The decisions on where to locate each file, how to
nation scheme il [15]. Secti@nllll extends both algorithmat compute the parity, and what data to store in each cache are
multi-server system with file striping, while Sectidnd IVdld made based on the statistics for each file’s popularity, with
consider the case where servers store whole files. Spelgificdtnowledge of the actual user requests. In our paper, we &sum
Sectiof 1V extends Maddah-Ali and Niesen’s scheme, swgtalsll the files have the same popularity. The delivery phagéssta
for systems with large cache capacity, and Sedfibn V extensléh each user requesting one of the files. All servers areemad
the interference elimination scheme, which provides bettaware of these requests and proceed to send the necessary
performance when the cache size is small. Finally, SeEfibn messages.
provides simulations to support and illustrate our algonis  Throughout the paper, we use subindices to represent file

and sectio VIl concludes the paper. indices and superindices to represent segment indices; so
will represent the j-th segment from filg;. Some parts of
Il. BACKGROUND the paper will also use different letters to represent fitesnf

This section describes the multi-node multi-server modeifferent servers. For examplel; to represent the i-th file
in [=Aland then reviews two existing coded caching schemé®m server A andA; to represent the j-th segment from file
that constitute the basis for our algorithms. SubsedfieHl Il A;. The paper focuses on minimizing the peak rate (or delay),
summarizes Maddah-Ali and Niesen’s coded caching schemlicitly assuming that different users request diffaréies.
from [6] and subsectioh TIHC summarizes Tian and Chen¥herefore, we will indistinctly refer to users or their rexts.

interference elimination scheme from [15]. B. Maddah-Ali and Niesen’s scheme
A. System Model The coded caching scheme proposed by Maddah-Ali and

We consider a network with userd and NV files stored Niesen in [6] has a single server storing all the files
in I data servers. Some parts of the paper will also includd: £2---»Fn}, and users are connected to this server
additional parity servers, denoted parity servemhen stor- through_a shared broadcast link. Thqr_goal is to designingch
ing the bitwise XOR of the information in the data server@nd delivery schemes so as to minimize the peak load on the
(RAID-4) and parity servet) when storing a different linear link, i.e. the total amount of mformathn transfe_rr_ed fro}r{n the
combination of the data (RAID-6). The network is assumed &5Ver 0 the users. This scheme splits eachHjlénto (Kt)
be flexible, in the sense that there is a path from every Ser\%)[noverlalgg;ng segments; of equal size;j = 1,... (),
to every user[14]. Each server stores the same number of fifdih ¢ = =5, and caches each segment in a distinct group
with the same size and each user has a cache with capagfty USers. In other words, each subset afsers is assigned

for M files. For the sake of simplicity, this paper assumes th@fi€ segment from each file for all the users to dAchethe

all files have identical Iength and popularlty. 2parametert is assumed to be an integer for the sake of symmetry.
Otherwise some segments would be cached more often tharsotbquiring
1Servers and users can be anything from a single disk to a demgluster, special treatment during the delivery phase and compligathe analysis
depending on the application. unnecessarily.



delivery phase the server sends one message to each subssegrhent from filef; chosen to be cached by the usersSin
t+1 users, for a total o(tfl) messages. This caching schemin the placement phase usercollects the file segments
ensures that, regardless of which files have been requested, .

each user in a given subsetief 1 nodes is missing a segment {Frlie{l,2,...,N}, k € S}, ®3)
th%t all tr;e o;cjhers have in tpehir cba_lch_e. T)?géneﬁss?lge_se_mttotlﬁ = (%7)N in total), encodes them with a MDS code
subset of nodes consists of the bitwise ot alll missing C(Py. P) of length Py — 2(K‘1)N - (K_Q)(N 1), and

segments: a set of usesrequesting files, , F;,, ..., Fi,. | ; t—1/0 . \i-1
would receive the message stores theP, — P parity symbols in its cache.

The delivery phase proceeds as if all the files are requested.
mS = E-Jf D Fg'; DD Fiﬂ:ll, (1) When only some files are requested, the scheme replaces some
users’ requests to the “unrequested files” and proceedsadls if
where . is the index for the segment cached by all the usefifes were requested. A total ¢f, ') messages are transmitted
in the set except the one requestifig. Each user can then (ejther uncoded or coded) for each fifé, regardless of the
cancel out the segments that it already has in its cacheriuests. Uncoded messages provide the segments that were
recover the desired Segment. In the worst Caee,\Nhen all not cached by the users requestiﬁzg while coded messages
users request different files, this scheme yields a (noz@@li combining multiple segments fror; are used to eliminate

by file size) peak rate of the interference in their cached segments. Each user gather
K K (Ifjf) (N — 1) useful messages which, together with fe-
Ro(K,t) = <t+ 1)/(75) P, components stored in its cache, are enough to recover all
1 P components in th&€(P,, P) MDS code. A more detailed
= — _ . description of the messages can be foun 15].
K(1 M/N)l-i-KM/N (2) p g din [15]

Therefore, the total number of messages transmitted from
Under some parameter combinations, broadcasting all e server iV (“; ). In this interference elimination scheme,
missing segments uncoded could require lower rate th#re following normalized M, R) pairs are achievable:

Rc(K,t), so the generalized peak rate is (t[(N Nt K - N] N(K —t)

K(K —1) K
min {Re (K, ¢), N — M} _ _ _ _ @
This scheme is shown to improve the inner bound givenlin [6]
but this paper will ignore those pathological cases, assgmifor the caseN < K and has a better performance than the
that N, M, and K are such thaf?(K,¢) < N — M. It has algorithm in subsection I[1B when the cache capacity is mal
been shown that this peak rate is the minimum achievable for
some parameter combinations and falls within a constarrfacD. Extension to multiple servers

of the information-theoretic optimum for all othets [6][7] Both of the previous schemes assume that a single server
This scheme, henceforth refered to as “Maddah’s schemgores all the files and can combine any two segments into a
will be the basis for multiple others throughout the paper. message. Then, they design a list of messages to be broadcast
is therefore recommended that the reader has a clear Unw-the server, based on the users’ requests_ In practice,
standing of Maddah’s scheme before proceeding. however, it is often the case that content delivery networks
have multiple servers and throughput is limited by the haghe
load on any one server rather than by the total traffic in the
A close examination of Maddah's algorithm reveals that iink between servers and users. Shariatpanahi et al. adres
has poor performance when the cache is small &nhg K. this case in[[14], but still assumed that all servers had s&cce
Thus, a new coded caching scheme based on interferetwall the files and could therefore compose any message. They
elimination was proposed by Tian and Chen [inl[15] for thproposed a load balancing scheme distributing the sameflist
case where the number of users is greater than the numipessages among all the servers, scaling the peak rate by the
of files. Instead of caching file segments in plain form, theyumber of servers.
propose that the users cache linear combinations of mailtipl If each server only has access to some of the files, the
segments. After formulating the requests, undesired temas problem is significantly more complicated. The general case
treated as interference that needs to be eliminated to eecowhere each segment can be stored by multiple servers and
the requested segment. The transmitted messages areetksigsers, is known as the index coding problem. This is one
to achieve this using maximum distance separable (MDB8) the core problems of network information theory but it
codes|[[16][17]. remains open despite significant efforts from the research
In the placement phase, this scheme also splits each file inmmmunity [18], [19], [20]. Instead of addressing the index
({f) non-overlapping segments of equal size and each segmerding problem in its general form, we focus on the case where
is cached by users, albeit combined with other segments. Leiach data segment is stored in a single server, all caches hav
FS, whereS C {1,2,...,K} and S| = ¢, denote the file the same capacity, and users request a single file.

),t:O,l,...J{.

C. Interference Elimination



A simple way to generalize the previous schemes to our Seg’erA Seger B — Sezler L
scenario is to follow the same list of messages, combining A; B; L;
transmissions from multiple servers to compose each of them . . .
Instead of receiving a single message with all the segments a A, B, L
shown in Eq.[(IL), each node would receive multiple messages _ )
from different servers. The peak rate for any one server evoul TABLE |: Files stored in each server

then be the same as in a single server system.

With parity servers storing linear combinations of the data GD) (G.2) L) _ .
the peak rate can be reduced. In general, distributed stordg” @ ;""" @ --- @ F;” for all i andj. Then, serverP
systems use MDS codes for the pﬂjtyso any subset of, can take over some of the transmissions, reducing the peak
servers can be used to generate any message. Therefor@ad to — of that with Maddah's scherfle Specifically,
simple balancing of the load by rotating among all subsets istead of having all data servers transmit their corredjpmn
L servers would scale the peak rate by, where L’ is component in Eq[{5), serveP can transmit the XOR of all
the number of parity servers. However, we intend to desigfie components, relieving one data server from transmittin

caching and delivery algorithms capable of further redgcin'he users can combine the rest of the components with this

the peak rate of any one server. XOR to obtain the missing one. Similarly, if two additional
parity serversP and @ are available (RAID-6), it is possible
IIl. FILE STRIPING to choose any. out of the L 4 2 servers to take care of each

The simplest way to extend single-server coded cachisgt of messages in Ed. (5), thereby reducing the peak rate to
algorithms to a multi-server system is to spread each filesscr L%z of that with Maddah’s scheme.
all servers. That way, each user will request an equal amounA similar process with identical file splitting can be folled
of information from each server, balancing the load. This fer the interference cancelling scheme, achieving the same
called data striping[[24] and it is common practice in datscaling of the peak ratet when there is no parityLlﬁ with
centers and solid state drives (SSD), where multiple drives a single parity server, angl with two parity servers.
memory blocks can be written or read in parallel. The usersin practice, however, it is often preferred to avoid stripin
then allocate an equal portion of their cache to each serggfd store whole files as a single unit in each server to signplif
and the delivery is structured ds independent single-serverthe book-keeping, ensure security, and make the network mor
demands. We now proceed to give a detailed description fidxible. The rest of the paper will focus on the case where

how striping can reduce the peak rate of Maddah's scheni@des store entire files, and each user requests a file stored i
but the same idea can be applied to any other scheme.  a specific node.
Each of theN files {F, F» ..., Fy} is split into L blocks

to be stored in different servers and each block is)dividdml in IV. SCHEME 1: LARGE CACHE

K

(t) segments. These segments are den(.)teﬂ’i%ff , whle(re In this section, we extend Maddah-Ali and Niesen'’s scheme
i=1,2,...,N represents the file numbej;=1,2,.... (%) to the multiple server system. Instead of spreading each file

the segment number; and = 1,2,..., L the block number. across multiple servers as in Sectio Il each file is sted
Them-th server is designed to store theth segment of each 4 sjngle unit in a data server, as shown in Tdble I.

file, that is 7" for everyi andj. The performance of Maddah’s scheme in EQ. (2) is highly
The placement is the same as in Maddah’s scheme. Egdpendent on the cache capacity. Compared with the
tis cached yusers, with{ 7"V, F02) ploby imination i i
segment | ' Y T interference elimination in section _II}C, the advantage of

being cached by the same user. We notice that each messagéldah’s scheme lies in that file segments are stored in plain
transmitted by Maddah’s scheme in Efl (1) can be split infgrm instead of encoded as linear combinations. This saves
L components some segments from being transmitted in the delivery phase,
FULm) g @lzm) o pliem) ) bu? it requires larger cache capaqities to ob_tain codediggch
“ ’2 fas) ’ gains. Hence, Maddah’s scheme is appropriate when the cache
m = 1,2,...,L to be sent by different servers. Then theapacity is large.
problem can be decomposed intoindependent single-server The placement phase of our algorithm is identical to that in
subproblems with reduced file sizes §fbits. The subprob- the traditional scheme. For example, in a system wiith= 6
lems have the same number of users, files, and cache capagsiyrs with cache capacifyl = 4 and N = 8 files, each file is
(relative to the file size) as the global problem. Since allses  divided into20 segments and each segment is stored by3
can transmit simultaneously, the peak load is reduceﬁ tf users. Tablé1ll indicates the indices of theé segments that
that in Eq. [2) (Maddah'’s single server scheme). each user stores, assumed to be the same for all files without
If one additional parity serveP is available (RAID-4), it loss of generality.

will store the bitwise XOR of the blocks for each filee.
4The number of segments must be a multipleLab achieve this reduction,
3Some systems use repetition or pyramid cofes[[21][22][@3ktuce the but it is always possible to divide each segment into mutighunks to fulfil
recovery bandwidth, but this paper will focus on MDS codes. this condition.



In order to simplify later derivations, the notation is dfiexd Sezfm Se%’frB zfrg}eg
here. Since the peak rate for the storage system is condidere As Bo As @® Bs
we assume that all users request different files, hence each . . .
user can be represented by the file that it has requested. A, B, A, & B,
DenoteS to be the user set and? to represent the message ) )
sent from serverA to all the users inS. Furthermore, if TABLE II: Files stored in each server
a = {aj,as,...,a;} represents a vector of file indices and
v = {71,7%2,...,7} represents a vector of segment indices, . o _ .
then A, represents the set of requests (or users) information across to the users. The basic idea is to include
some unrequested segments, as well as the requested ones, in
Ao ={4a;, Aay, - oo, Aas} each message from a data server. If the additional segments
g g

are well chosen, they can be combined with messages from
the parity server to obtain desired file segments. The alyari
Ay =AD AR ©...0 AY, developed in this section is based on this idea.

Just like in Maddah'’s scheme, data servers will send each
message to a set 6% 1 users and the message will contain the
XOR of t + 1 segments (one for each user). These segments

Al @Bl = (Al ®B')®...® (AL @ BY). are chosen so that all users except the intended receiver
can cancel them out. If the user had requested a file stored

We first explore the multi-server system without parityyy the sender, the message will contain the corresponding
servers in subsectidn TVIA. Then we study a simple systegegment; otherwise the message will include its complement
with two data and one parity server in subsectlon 1V-Bn terms of the parity in serveP, i.e. A’ instead of B/
Finally, we study the cases with one and two parity servessd vice versa. Therefore, the contents of each message from
in subsections IV-C and TVAD, respectively. server A or B are uniquely determined by the sender and
the set of receivers, denoted By or S, respectively. In the
example shown in TableTll, the message from serdeto

In a system without redundancy, such as the one showng'p = {4, Ay, As, By}, corresponding to users 1 through 4,
Tablell, the servers cannot collaborate with each othefinur | pe mSt = Al @ A3 & A2 ¢ AL
the delivery phase, each user is assigned to the servengtori | emma 4.1:Let the receivers for servers A and B be
the file that it requested, and then each data server tramsmit
enough messages to fulfil its requests. Specifically, fatigw S1={AqsBg, A} S ={A4 Bg B.},

Maddah’s scheme, a server receivingequests would need to
transmit(,”*,) — (%, ") messages,e. one for each group of
users containing at least one of its requesters. The naredhli
peak rate for that server would therefore be

((5) () /()
t+1 t+1 t with segment indices chosen so that each user can cancel all
The worst case occurs when all users request files from #Pig One of the components. This provides usBgsand Aq

. .. Wi n i
same servei,e. m = K. Then the peak transmission rate i¢Vith some unrequested segmenty and Bg, respectively.
the same as in the single server system. Then server”” can send the message

S1MNS2
B. One parity and two data servers mpt ? = (A ®Bg) @ (Ag @ B:_Z,),

This section focuses on a very simple storage system with.S; N Sz, so that each user if; and S, obtains a missing
two data servers and a third server storing their bitwise XORegment and those in the intersection obtain two. These thre
as shown in Tabl€lll. Despite each server can only accdsansmissions are equivalent to messages and mS2 as
its own files, the configuration in Tablel Il allows composinglefined in Eq.[{ll) for Maddah’s single server scheme. They
any message by combining messages from any two servésth provide the same requested segments to their destisati
Intuitively, if server A (or B) finish its transmission task Proof: All the users inS; and S, get at least one desired
before the other one, it can work with the parity server tgohesegment, from the server storing their requested file. Those
serverB (or A). This collaborative scheme allows serving twab; N .S, also receive an unrequested segment from setver
requests for files stored in the same server in parallelnbalg B. It only remains to prove that users iy NS> can use this
the load and reducing the worst case peak rate below tharequested segment to obtain its complement fm}?ﬁ“s2.
achieved without the parity server (see Seclion IV-A). Without loss of generality, consider usBp, € S1NS,. The

However, there is a better transmission scheme wheset of segment indicegin mil were chosen so that us8y,
messages from all three servers are combined to get meaching all the segments except theth. Similarly, the set

and A represents the message

where AZ represents theg-th segment from the-th file in
serverA. Similarly, A ® B2 represents the the message:

A. No parity servers

respectively, wherex and 5 denote (possibly empty) sets
of indices, thex denote arbitrary sets, anfl; # S;. The
corresponding messages are



Segmelri( User )1( )% ;’ 4 5 6 sent by any server. If two user subsets form an effective pair
> X X X the corresponding messages in Maddah’s scheme (segl Eq. (1))
3 X X X can be replaced by a single transmission from each server.
4 X X X Hence, we wish to make as many effective pairs as possible.
S X X X Lemma 4.2:The peak rate i1 + $A) Rc (K, t) for the
g § i(( X X server system in Tablglll, wherA represents the ratio of
8 X X X unpaired messages and- %
9 X X X Proof: For each effective pair, we can use a single
10 X X X transmission from each server to deliver the same infoonati
11 X X X as two transmissions in Maddah'’s single server scheme. This
ig § i(( X X contributes 1(1 — A)R¢(K,t) to the total rate. Unpaired
14 X X X messages are transmitted as described in sdcfioh II-Djsthat
15 X X X combining messages from any two out of the three servers.
16 X X X Assuming that this load is balanced among all three servers,
17 X X X the contribution to the total rate BARc (K, t). Adding both
ig § X X § contributions yields the rate above. [ |
20 X X X The following lemma characterizes the ratio of unpaired use

Request A, As As B. B B subsetsA in the case with symmetric requests (both servers

HI: Maobi £ il ts 1 h E heceive the same number of requests).
TAB;;E t ' atﬁplng 0 1'; segmert1 Sf 0 user f(-:Iac es.k ;C. Lemma 4.3:If the requests are symmetric, thekh = 0
cache stores the same LU segments for every file, marked Wient is even and\ < 1 whent is odd. That is, the following

i 3
X in the table. peak rate is achievable in the case with symmetric requests:
1Rc(K ) if ¢ is even
of indicesn in m%? was chosen so thdks, is caching all of Ry (K, t) = o (6)
them (for all files). ThereforeB, can obtaind’; from mS? (3 + 2A) Re(K,t) if tis odd,

1MNS2

ar;(;i shg:JId be a_tb]e to cancel all terms fr@n’é ? eXCept \yhere Rq (K, ¢) is defined in Eq.[R).

A@inBBﬁi' Combining both of these yields the desired segment  po4t. A pairing algorithm with these characteristics is
Bj:. As long asS; # 2, this segment will be different from presented in the Appendix. -

the one thatBs, obtains fromm3? because there is a one- Although A can reacht, in most cases the pairing algo-
to-one relationship between segment indices and user tsubsgthm in the Appendix performs much better. As an example,
B Table[ has each segment cached tby- % = 3 users
Take the case in Tablelll as an example. Lemimd. 4.1 staig@gd the normalized peak rate with the pairing algorithm is
that if 51 = {4, Ay, A3, Ba} and Sy = {A1, Az, B1, B}, 2, significantly lower than thé with Maddah’s single server

we constructnSt, m$2, m3'"'5? as: scheme.

Finally, we are ready to derive an achievable peak rate for
S1 _ 711 5 2 1
mg - A114 @ AZ@ A32® A43’ a general set of requests, based on the following lemma.
my* = B{" & B, ® B ® By, Lemma 4.4:1f (S;,S,) form an effective pair, thers] =
m3782 = (Al @ Bi*) @ (A5 @ BS) @ (Al @ B)). {91, Aa} and 5y = {S5, Aq} also form an effective pair of -
a larger dimension. The same holds when an all-B file set is
It is easy to verify that these messages are equivalent to téfgpended instead of the all-A file sAt,.

transmissions in Maddah'’s scheme, specifically those d&en Proof: The proof is straightforward by observing that
for users{Ai, Az, A3, Ba} and {41, Az, By, By}, (S, S5) still fulfills the conditions in Lemm&4l1. |
Corollary 4.1.1: AssumeS; = {A.,Bg} andS; = {B.}, The extension to the asymmetric case is as follows.A gt

i.e].3it only contains requests for servBr Then server” sends andK 5 respectively denote the number of requests for servers
mp? = A} @ B} to all the users iBg in Lemmal4.l, so A and B, and assumek 4 > K without loss of generality.
that all the users irt; and S; get the same segments as iMivide the K = K4 + Kp requests (or users) into two
Maddah's scheme. The same holds switching the roled ofgroups: the first withK 5 requests for each server (symmetric

and B. demands) and the second with the remainikg — Kp
Proof: This is a particular case of Lemrhalt.1 whens requests for server A. We construct effective pairs of lengt
empty 3 can be empty or non-empty). B ¢+ 1 by appending requests from the second group to effective
Definition 4.1: If user subsetss; and S, fulfill the condi- pairs from the first.
tions in Lemmd4l1, we callS;, S2) an effective pair. Theorem 4.5:If the requests are asymmetric, the ratio of

Our goal is to design a scheme equivalent to Maddahispaired messages is also bounded/y % Specifically,
scheme while minimizing the maximum number of messagés K4 and Kp respectively denote the number of requests



for serversA and B, assumingK 4, > Kp without loss of T'a“sl'\Req' é}, Aa g§ B gﬁ g§
generality, the following normalized peak rate is achidsab (1) t = : ! 2
o (2) Al As Aé _
Ra K =3 (") Reteka -0, @) ORI Pl
1=0 intotal | A}, A} | A3 | B, BY | BY | CT | C%

where Rr is defined in Eq.[{6) andl = K4 + K 5.

Proof: From Lemmd 48R (2K p,t — I) represents the
peak rate after pairing all subsets of- 1 — [ requests from
the symmetric group. For ea¢h= 0,1, ...,t+ 1, we multiply

TABLE IV: Segments received by each users in transmissions
(1)-(4) from Lemmd4l6, wher®! = A @ B] & C/.

Rr(2Kp,t — 1) by the number of possible completions with | A | | B | | c | | D | | P |
[ requests from the second group, to obtain the peak rate
. ) ) X X X

corresponding to subsets witht- 1 — [ requests from the first ) o < X
group andl from the second. Adding them for all gives ~ Paredtransmissions: X X X
Eq. (@).

Since Rr(i,j) < (3+ :A)Rc(i,j) with A < 1 _ B < x x X x
by Lemma ma’ andZ;J:ré (KA;KB)RC(QKBJ _ l) _ unpalred transmissions: X X X X

Rc(K,t) by combinatorial equations, Eq](7) implies that

< (31414 i <1 i - :
R(Ka, Kp,1) < (3 + 58) Ro(K. 1) with A < 5 as defined FIGURE 1: Pairing for4 data servers and one parity server

in Lemmal4.2. X
Corollary 4.5.1: A peak rate of%Rc(K, t) is achievable systemf)l(, B,C,D atrhe datg servers and P trepresi?tz t?e partILy
for a system with two data servers and a parity server. SErver. means here 1S a message ftransmitted from the
corresponding server.

C. One parity andL data servers

The previous subsection has discussed the case with two
data servers and one parity server, but the same algorithn3) ServerB sendsm}?, providing a desired segment to
can be extended to systems with more than two data servers. users requestingBg, B..} and the corresponding unde-
Intuitively, if there areL data servers and one parity server, sired B-segments to those requestifg.

. .. {AaaBﬁ'} 1
any message can be built by combining messages from anyt) Server P sends mp to users requesting
L servers. A first approach could be distributing tQéfl) {Aq4,Bg}. Using the undesired segments previously
messages in Maddah'’s scheme acrosd.thé possible groups received, the users ifA, Bg} can solve for the desired

of L servers, as proposed in subsection JII-D. Each server A and B segments.

would then need to send a mgximum(gfl) - 17 messages. A simple comparison of the requested and received segments

However, there is a more efficient way of fulfilling the reqises shows that these transmissions deliver the same informatio

based on the algorithms in subsections IED. IV-A and IV-B.as messagesS* andmS2 in Maddah'’s single server scheme.
Lemma 4.6:Let S; = {A4,Bg, A, Y} and S, = m

{Aa,Bg,B., Y’} be two user subsets, wheke and Y’ are  As an example, Tab[EIV shows the segments that each user

arbitrary lists of requests for servefs through L and the gets in transmissions (1)-(4) whe$, = {A1, 42, By,C1}

* represent arbitrary (possibly empty) index sets. Th&n, and s, — {A1, By, By, C5}, respectively corresponding to

and S, can be paired so that servers B and P require segments Al, A2 B3 C#} and {43, BS, BY, C§$}.

a single transmission to provide the same information asTheorem 4.7:The following normalized peak rate is achiev-

messagesn®t andm®2 in Maddah's single server schemegple for a system with, > 3 data servers and one parity
The other data server§; through L, require a maximum of ggryer:
two transmissions, as shown in paired transmissions ir{Fig. L-1
’ o Rp(K,t) = ——Rc(K,t 8
Proof: The transmissions would proceed as follows: r(K?) L o(K,t), ®)
1) ServersC through L each send two messages, $9 where R¢ is defined in Eq.[[2).
dS,. F | e€ would sendm?' and © Fi ive# (K
and $,. For example, serve€’ would sendmg’ an Proof: First we show that we can delivef (,%,) of
m¢?, providing a desired segment to users requestifige messages in Maddah's scheme using at rjogt’,)
files fromC and th_e corresponding-segments to those ;.o\ emissions from server$, B and P; and at most% (t+1)
requesting othr f|IeSs;. o _ transmissions from each of the other servers. This can be
2) server A sendd my', providing a desired segmentyone py pairing the messages as shown in Lerimh 4.6, if
to users requestindA., Ao} and the corresponding ihey include requests fad or B, and by using the scheme
undesired A-segments to those requesiB)g in subsectiof IVZA, if they do not.
: K .
51t would be enough ford to sen instead ofm!  but Selecting these? (,.';) messages can be done as follows:

we use the latter for the sake of simplicity. The same appbethe message group messages by the number of segmen_ts that they have
from serverB. from serversA or B. Within each group, we pair the messages

{A,Ax 7BB}
dm ,



Server P
Ai+Bi+...+ Ly
As+Bao+ ...+ Lo

Server Q
A1+ kBB1+ ...+ kola
Az + kB + ...+ KkrLo

Ar+Br+...+ L, | Ar+kBr+ ...+ KkLL,

TABLE V: Files stored in parity servers in RAID-6

as shown in LemmBa=.6. This is equivalent to pairing the

and B requests into effective pairs according to Theofenh 4.5
and considering all possible completions for each pairgisin

2)

3)

requests for other servers. TheoreEml 4.5 showed that at least
% > % of the messages in each group can be paired. Messages

which have noA or B segments can be transmitted as

described in sectidn TVIA, without requiring any transnoss
from serversA, B or P.

The remainingZ-2 (
described in subsecti D, distributing the savingsnéye
among servers’ through L. This requires% (tfl) trans-
missions from serverd, B and P; and %(tﬁ) from each
of the rest.

Each server then transmits a total bf—l(tfl) hence the
peak rate in Eq[{8). [

K
t41

) messages can be transmitted as

Theoren{ 47 provides a very loose bound for the peak rate

in a system with one parity anfl data servers. In practice,

there often exist alternative delivery schemes with sigaittly

lower rates. For example, if all the users request files from

4)

the same server, that server should send half of the messages

while all the other servers collaborate to deliver the otdf.

The rate would then be reduced to half of that in Maddah’s
scheme. Similarly, ifL > t 4+ 1 and all the servers receive

similar numbers of requests, the scheme in subseEfion] IV-A

can provide significantly lower rates than Eg. (8).

D. Two parity and L data servers

Server B sendSnsBz, providing a desired segment to
users requesting its files and the corresponding undesired
B-segments to others.

ServersC, D, ..., L each send a single message to
S1NS2 = {Y} with the following content for each
user:

o Users requesting files from server B received
some undesired segments from server Servers
C,D,...,Lsendthem the matching ones so that the
desired segments can be decoded using the parity in
serverP later.

o The remaining users iiY will get the desired seg-
ment corresponding t8; when possible, otherwise
they will get the undesired segment corresponding
to Ss.

In other words, each servér, . .., L will send segments
corresponding t@®; to users requesting its files or those
from server B, and segments corresponding $ to

the rest. At this point, all the users have satisfied their
requests related 8, except those requesting files from
server B, who satisfied their requests related
instead. Each user has also received- 2 undesired
“matched” segmerﬁs corresponding toS; for those
requesting files from serveB and corresponding t6§5

for the rest.

Finally, parity serverd® and(@ each transmit a message
to S1 Sz = {Y} with a combination of segments for
each user (see Tablel V). Those requesting files from
server B will get two combinations of the segments
corresponding toS;, while the rest will get two com-
binations of the segments correspondingSta Since
each user now has — 2 individual segments and two
independent linear combinations of alkegments, it can
isolate the requested segment (as well all the “matching”
segments in other servers).

.Irr]\ th:js sectltan, W(T_ will exte_nd our algorlthm. to a syr?tehn}\ simple comparison of the requested and received segments
with L data and two linear parity servers operating in a highgp, s that these transmissions deliver the same informatio

order field instead of GF(2). The parity serverstores the
horizontal sum of all the files while the parity serv@rstores

a different linear combination of the files BY ROW, as shown
in Table[M. It will be assumed that the servers form an MD]Sh
code. We will show that with a careful design of the deliver
strategy, the peak rate can be reduced to almost half of t

with Maddah'’s single server scheme.
Lemma 4.8:Let S; = {A,,Y} andS; = {B., Y}, where

as messagesS* andmS2 in Maddah’s single server scheme.

As an example, Table"VI shows the delivered segments
transmissions (1)-(4) ifnS = {Al, A3, B3, Ct,C5} and

Y represents a common set of requests from any server. Then

S1 and Sy can be paired so that a single transmission from

each server fills the same requests as messagesand mS2

in Eq. ().

S2 = {A?? B’177 3287 C:?? 0210}'
arheorem 4.9:For the I data server and two parity server
system, the following normalized peak rate is achievable:

1 L-2 )

Ro(K,t) = (—+

> mﬁ) Ro(K, 1),

where A < L

5 is the pairing loss andic is the rate of the

Proof: The transmission scheme shares the same pair

idea as the algorithm in subsectibn TV-B. The transmissions
are as follows:

1) Server A sendSnil, providing a desired segment to

i'ﬂ'agle server Maddah’s scheme in Hg. (2).

Proof: Group messages by the number of segments that

they have from serverd or B. Within each group, we pair the
messages as shown in Lemmal 4.8. If the number of requests

users requesting Its files and the correspondlng undes're%sers inY requesting files from servers or B receivedL — 1 “matched”

A-segments to others.

segments instead df — 2, but we can ignore the extra one.



T'a“sl'\Req' ’2} ﬁﬁ Zl, Bs iﬁ iﬁ regardless of the users’ requests. Moreover, each message
EZ; B}) 2 B% o L 2 consists of a combination of segments from a single filé [15].
3 Oé C§ 2 o & Therefore, the same messages can be transmitted even if
@ Pl%’ P;‘ P 1Qi‘ I ng different files are stored in different servers. Each sewiéir
mea T T Ci‘i & 03,70210 nee_d to transmit a frac_tio% of the_messages, since it will be
] — storing that same fraction of the files. The peak load can then
TABLE VI. Segments users get in (1)-(4) transmissions (I§e reduced toi— of that in Eq. [@). -
orjder tc; S'mpl'f% notat'ogh denot® = Aj + B} + C} and |t there are parity servers, we can further reduce the
Qi = A} + kpB] + k(). transmission rate by regarding them as an extension of the

users’ cache. Sectidn I}C explained that in the interfeeen
elimination algorithm([15], each user caches the paritysyis
from A or B is not zero, this is equivalent to pairing the  resyiting from encoding a set of segments with a systematic
and B requests into effective pairs according to Theofem 4\ps codeC(P, P). It is possible to pick the code in such
and considering all possible completions for each pairgisi way that some of these parity symbols can be found as
requests for other servers. Theoreml 4.5 showed that at m@sfbinations of the information stored in servé?sand Q.
3 of the messages in each group remains unpaired. For tigen, instead of storing them in the users cache, they are
messages which do not contain segments frdnor B we  giscarded. Those that are needed in the delivery phase avill b
repeat the same process with two other servers, with id@ntigansmitted by the parity servers.
results: at mosg of them remain unpaired. For example, parity serveP stores the horizonal sum of

Each pair of messages can be delivered using a singi@ files, so it can transmit messages of the form:
transmission from each server, as shown in Lerhmp 4.8, hence

paired messages contribujél — A) Re (K, t) to the total rate, ~n/L(55)
where A denotes the ratio of unpaired messages. Unpaired Z Z Nj (A7 +BY ...+ LY,
messages are transmitted as described in sdcfioh II-Djshat i=1 j=1

using L out of theL+2 servers. Balancing this load among al
the servers, they contribute’5 AR¢ (K, t) to the total rate.
Adding both contributions yields the rate above.

With arbitrary coefficients);; for any user sets;. This

corresponds to a linear combination of all the segments in

u Eqg. (3). Similarly, parity server) can transmit some other

linear combinations of the segments which can also work as
components of an MDS code. This effectively increases the

This section extends the interference elimination schemedize of the cache memories By’ file units, corresponding to

sectior I-C to a multi-server system. The interferencei#la-  the amount of information that the parity servers can aftord

tion scheme is specially designed to reduce the peak rate WR@ng each user during the delivery phase.

the cache size is small[15]. Unlike Maddah’s scheme, whichTheorem 5.2:If there aren parity servers and¢ > N, the

caches plain segments, the interference elimination SehefBllowing (M, R) pairs are achievable far= 0, 1, .._.,K

proposes caching linear combinations of them. That way each

segment can be cached by more users, albeit with interferenc (t (N-1t+K—-N|] N(HK-t) NK - t)>

This section will start with the system without parity in Telf, K(K—-1) "TIKT T LK '

showing that the transmission rate decrease% asith the Proof: The information sent by the parity server is

number of servers. Then it performs a similar analysis f o N(K—t)

the case with parity servers, which can be interpreted as(ggﬁg%?:g% g‘; Hp;oa;l'( Ar‘ztsimofn;hz \(/jv?)t?stsfa:;/:e:’cen%?io, each

extension of the user's caches. transmission from a parity server will benefit a single user.
Theorem 5.1:In a system W'thL data servers and_ paralle'Therefore, each parity server can effectively increasedtbe

channels, the peak rate of the interference cancelllngm;eheof each user by’ — N(K—t) m

can be reduced té of that in a single server systerie. the LK=

following (M, R) pair is achievable:

V. SCHEME 2: SMALL CACHE

This memory sharing strategy provides significant improve-
ment when the cache capacity is small. Hi§j. 2 shows the
t[(N-1)t+ K —-N] N(K—t) performance fork’ = 15 users andV = 12 files stored in

( K(K —1) "TLK ) , 1=0,1,..., K L = 4 data servers. When the cache size is small, the peak

(10) rate of the system with two parity servers is much lower than
This holds regardless of whether each file is spread acraisat without parity servers. As the cache grows the advantag
servers (striping) or stored as a single block in one server. of the system with parity servers becomes less clear.
Proof: Section[Ill showed that striping the files across The interference elimination scheme is specially designed

L servers reduces the peak rate of the interference cargelliar the case with less files than user§ € K) in the single
scheme by% compared with a single server system. server system. However, since the peak load is reduceﬁ by

In contrast to Maddah’s scheme, the interference cangellim a multi-server system, the interference eliminationesoh
scheme sends the same number of segments from each filgght also have good performance wh§n> K if L is large.




29r

—&— no parity servers
—©— 2 parity servers §

FIGURE 2: Comparison of the performance between mult
server system without parity servers and the system with t\

parity servers.

0.4 0.6 0.8 1

server system

Normalized peak rate

single server

Ro(K, ) = (J)/ (%)

L datal parity

%RC(KﬂS)

L data2 parity

C+ EZNRe(K) (A< )

server system

Normalized (M,R)

single server

(t[(Nfl)tJﬁKfN] N(K—t)
K(K—1) ) K

L datan parity (K > N) (tKN;(}Eﬁ{)*N] - Néi;t)7 Ngi;”)
L datan parity (K < N) (% - nU\L’;\,t), WZ”)

TABLE VIII: Normalized (M,R) pair of Scheme 2.x(is the

number of parity servers.)

14

12

—+—striping Maddah’s scheme
—w— striping interference elimination
—6— schemel

—&—scheme 2

TABLE VII: Normalized peak rate of Scheme 1. i
FIGURE 3: Comparison between the performance between

Scheme 1 and Scheme 2 in one parity server system when

In order to apply the algorithm, we can just abid- X' dummy N =20 andK = 15.
users with arbitrary requests. Then, we have the following
corollary from Theoren 5]2:

Corollary 5.2.1: If there aren parity servers and{ < N,
the following (M, R) pairs are achievable:

<ﬁ_ (N—=1) (N-1)

Without striping, Scheme 2 provides lower peak rate than
Scheme 1 when the cache capacity is small, and it is the other
way around when the capacity is large.
Then Fig.[® and Fig.16 compare the performance between
Scheme 1 and Scheme 2 when there are more (&ers 60)
than files for the one or two parity case, respectively. Assho
in Fig.[@ and Fig[B, the striping has lower rate than storing
This section compares all the schemes studied in this Papfhole files and when the cache Capacity is very small, the
for a system withN = 20 files stored inL = 4 data striping interference elimination has better performatien
servers with5 files each. We show that striping has bettestriping Maddah's scheme. For Scheme 1 and Scheme 2, when
performance than the schemes in sectiofs IVlahd V (Schemgd cache capacity is small, Scheme 2 provides lower peak rat
and Scheme 2, respectively) at the cost of network flexyilityhile when the cache capacity increases, Scheme 1 has better
If each file is stored as a Single block in one server, SChem%&formance_ Moreover, we notice that the curves interaect
has better performance when the cache capacity is smakwhjlpoint with larger)/ than they did in Figl13 and Fi@] 4, which

Scheme 1 is more suitable for the case where the caghigans that we are more prone to utilize Scheme 2 when there
capacity is large. The performances of Scheme 1 and Schemg& more users than files.

are summarized in Table_ VIl and Talile VI, respectively.
Fig. [ and Fig.[[# focus on the case with one and two
parity servers, respectively. We assume that theresare 15 This paper proposes coded caching algorithms for reducing
users, thus there are more files than users, with varyitige peak data rate in multi-server systems with distributed
cache capacity. We observe that striping provides lowek pestorage and different levels of redundancy. It shows that, b
rates than storing whole files, as expected. Additionalhces striping each file across multiple servers, the peak rate can
N > K, the interference elimination scheme always has worbe reduced proportionally to the number of servers. Then it
performance than Maddah’s scheme when striping is usedldresses the case where each file is stored as a single block

N "IN T L
V1. SIMULATIONS

>, t=0,1,...,N.

VII. CONCLUSION



—+— striping Maddah’s scheme
—w— striping interference elimination -
——scheme 1
8 8t —&— scheme 2

T T
—+—striping Maddah’s scheme
——striping interference elimination ||
—6—scheme 1

—#&—scheme 2

FIGURE 6: Comparison between the performance between
scheme 1 and scheme 2 in two parity server system when

) N =20 and K = 60.
FIGURE 4: Comparison between the performance between

Scheme 1 and Scheme 2 in two parity server system when

N =20 and K" = 15. in one server and proposes different caching and delivery

schemes depending on the size of the cache memories.
Distributed storage systems generally use MDS codes across
the servers to protect the information against node faslure
The coded caching schemes proposed in this paper are able
to leverage that redundancy in creative ways to reduce the
achievable traffic peak rate. The results for Scheme 1 and
Scheme 2 are shown in Taljle VIl and Table VIl respectively.

16 ‘ ‘ ‘ In the future, we will study how this process can be
? —+— striping Maddah’s scheme generalized to other erasure codes, such as fractiondltiepe
it e
14} o ouibing Intererence elimination codes[21][22] or other RAID-6[25] structures. We also plan
4 —8—scheme 2 to generalize our schemes to the case where files have differe

popularity, which will require designing erasure codeshwit
different levels of protection for different files.

APPENDIX

In this appendix, we will elaborate on the pairing scheme
in Lemma4.B from Section IVAB , specially for the case with
even K and symmetric requests.

Definition A.1: Let y 4 denote a set of messages (or, equiv-
alently, subsets of + 1 users) to be sent by server A and
xp denote a set of messages to be sent by server B. If there
is an injective function providing each element yny with
an effective pair inyg, we say that there is aaturating
matching for x .

In order to reduce the peak rate we want to separate all
FIGURE 5: Comparison between the performance betweéme messages to be transmitted (equivalently, subsets-df
scheme 1 and scheme 2 in one parity server system whesers) into two groupg 4 andx g such that there are as many
N =20 and K = 60. effective pairs as possible, as we shall see.

To better illustrate the allocation scheme, the problem of
finding effective pairs is mapped to a graph problem. Let G be
a finite bipartite graph with bipartite sets4 and x5, where




each message (or user subset) is represented as a vertex in

the graph and edges connect effective pairs frgmand x 5.

The idea of our design is to allocate as many messages as

possible toy 4, while guaranteeing the existence of a saturating
matching fory s based on Hall's marriage Theorem[26].

Theorem A.1:(Hall's Marriage Theorem|[26]) Let G be a
finite bipartite graph with bipartite setg4 and yg. For a set
u of vertices inx 4, let Ng(u) denote its neighbourhood in
G, i.e. the set of all vertices irnyp adjacent to some elemen
of u. There is a matching that entirely coveys if and only
if

lu| < [Ng(a)|

wl—= O

for every subset1 of y 4.

Corollary A.1.1: If all vertices inx4 have the same degree
d 4 and all the vertices iry 5 have the same degrde (d4 >
dg), then there is a saturating matching fox.

Proof: For anyu C x4, all edges connected ta are
also connected tdVg(u), hence|Ng(u)| - dp > |u| - da.
Sinceds > dp, we know thatju| < |Ng(u)|. According to
TheorenT AL, there is a saturating matching for. B3

In order to compute the peak rate in the worst case, we
assume that allX users request different files. Since each
subset contains+1 files, there are{tfl) messages to allocate [4]
betweeny 4 and xyg. We classify these subsets according to
the number of requests from server A: setsypie w will have [5]
w requests from server A and4- 1 — w from server B. The
following proposition states that the messages of the sgpee t [6]
are not able to pair with each other. 1

Whent is even and the demands are symmetyipe w sets
andtypet 4+ 1 —w sets form a symmetric bipartite graph, so
there exists a saturating matching according to CordllafyA
Whent is odd,type (¢ + 1)/2 sets are paired with the union of

type (¢t — 1)/2 sets andype (¢ + 3)/2 sets. Since the vertices [9]

in type (t — 1)/2 sets andype (t + 3)/2 sets are connected
to the same number of vertices fgpe (¢ +1)/2 sets, this [10]

bipartite graph also fulfills the condition in Corollary All
Other sets are paired as in the case wittven, that isfype
w sets are paired wittypet + 1 — w sets. These pairings are
illustrated in Fid.7.

When ¢ is even, there is a matching for every candidate
file set, thus the peak rate is cut by half compared with t
traditional single server scheme. Wheis odd, some vertices
of types(t — 1)/2, (t + 1)/2, or (¢t + 3)/2 could fail to be [13]
paired. Denote the ratio of unpaired messages whndd by
A. Any two servers can collaborate to fulfill those requesis, $14]
the normalized overall peak rafe; with symmetric demands
is given by:

(1]

(2]

(8]

[11]

[15]

if ¢tis even [16]

%RC(Kv t)
RT(K, t) =
(3 + %A) Re(K,t) if tis odd, [17]
The pairing lossA is limited. The worst case occurs wher%
there is a big difference between the number of vertices 13]

type (¢ + 1)/2 and the number of vertices of typés— 1)/2

s

A4 w
4
TS

~—

(b)
tis odd

(a)

tis even

FIGURE 7: Pairing illustration.w is the number of files from
{serverA in a message.

r (t+ 3)/2. In both cases, the pairing logs is bounded by
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