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Abstract— We propose a dynamic routing-scheduling-coding
strategy for serving multiple unicast sessions when linearnet-
work coding is allowed across sessions. Noting that the set of
stabilizable throughput levels in this context is an open problem,
we prove that our strategy supports any point in the non-trivial
region of achievable rates recently characterized by Traskov et
al. [1]. This work also provides a theoretical framework in which
the gains of intersession network coding and pure routing can
be compared.

I. I NTRODUCTION

Coding in packet networks can be classified into two types:
intra-session coding (where coding is restricted to packets
belonging to the same session or connection) and inter-session
coding (where this restriction is lifted and coding is allowed
among packets belonging to possibly different sessions). The
former, which is also referred to as superposition coding [2],
has been extensively studied. It is well-known that intra-
session coding improves the throughput of lossless multicast
sessions (see, for example, [3], [4], [5]) and of lossy sessions—
unicast or multicast (see, for example, [6], [7]). It is also
known, however, that intra-session coding is suboptimal [2]:
inter-session coding is necessary to achieve optimal through-
put in general.

Unfortunately, performing inter-session coding is difficult.
To perform inter-session coding optimally, linear coding oper-
ations are not sufficient [8], and, even if we limit ourselvesto
a particular class of linear coding operations, deciding what
operations to perform is anNP-hard problem [4]. This situation
motivates us to develop methods for inter-session coding that,
though not optimal, achieve significant throughput gains over
intra-session coding. There is good reason to believe that such
gains can be found without the use of sophisticated inter-
session coding—a simulation study and testbed implemen-
tation by Katti et al. [9], [10] found significant throughput
gains for multi-hop wireless networks with a rudimentary
inter-session coding scheme that generalizes the “physical
piggybacking” discussed in [11].

This paper continues the work along the line of subopti-
mal, yet improved, methods for inter-session coding, which
includes [12], [13], [1], [14]. The defining characteristicof
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this paper is that, rather than proposing an algorithm that
operates on given flow rates (or ones it measures), we propose
a dynamic routing-scheduling-coding strategy that operates
solely on queue-state information. Thus, although the algo-
rithm described in [14] (which is the result of independent
work by Ho et al.) bears some similarities to our strategy, it
nevertheless differs in this defining aspect. Dynamic strategies
such as ours do not require flow rates as an input and can
be run “on-line”. They will generally take some time to find
the desired operating point, but they are robust to dynamics
because they react to present circumstances as measured by
the state of the queues.

Our strategy extends that of Katti et al. [9], [10] and can
be seen, moreover, as an extension of the dynamic routing-
scheduling strategies of Tassiulas and Ephremides [15], and
others (e.g. [16], [17], [18], [19], [20]), which do not allow for
coding, and of the dynamic routing-scheduling-coding strategy
of Ho and Viswanathan [21], which allows for only intra-
session coding. It is, however, not a straightforward extension
of these dynamic strategies: as will become apparent, allowing
for inter-session coding requires an approach with significant
differences. Our main result is that our strategy stably supports
any throughput that lies strictly within the non-trivial region of
achievable rates for multiple unicast sessions given by Traskov
et al. [1]—a region that we refer to as theTRLKM region.

Our strategy applies to both lossless wireline and lossless
wireless networks. We model a wireline network as a directed
graphG = (N , E), whereN is the set of nodes andE is a set
of directed edges that represent point-to-point links. We model
a wireless network as a directed hypergraphH = (N , E),
where N is the set of nodes andE is a set of directed
hyperedges1 that represent broadcast links. We suppose that
the set of achievable link rates of the network is represented
by the setΓ. If ν(m,n) is the rate at which packets are injected
on edgee, then the vectorν, consisting ofν(m,n), (m, n) ∈ E ,
represents a set of injection rates within the capacity of the
network only if ν ∈ Γ. For wireline networks, it is generally
the case that the capacity of separate links are independent,
and Γ is the Cartesian product of|E| closed intervals, each
extending from 0 to some non-negative capacityγ(m,n). For
wireless networks, however, this is generally not the case,

1A hyperedge is a generalization of an edge that starts at a single node and
ends at possibly more than one node.



and the capacities of separate links are generally dependent
because of interference. In this paper, we present only the
wireline case in detail. The wireless case is conceptually
similar. Readers interested in the details of the wireless case
are referred to [22].

II. T HE BUTTERFLY NETWORK CASE

We first describe our algorithm for the well-known butter-
fly network. We take this approach to explain the essential
components of, and give general intuition for, our algorithm
without complicated notation. In Section III, we extend our
results to general wireline networks and give an algorithm that
stabilizes all rates in theTRLKM region. TheTRLKM region
is essentially obtained by decomposing a general wireline
network into superimposed butterfly networks and thus, though
Section III appears much more complicated, the conceptual
extension that is required is minor.
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Fig. 1. The butterfly network with two unicast flows: Flow-f, from b1 to
c2; Flow-g, from b2 to c1.

Consider the butterfly network shown in Figure 1. The
system operates in equal length time slots. Suppose there are
two unicast flows: Flow-f from nodeb1 to c2, and Flow-g
from nodeb2 to c1. The exogenous arrivals for these flows
have mean ratesλ(f) andλ(g) packets/slot, respectively. The
only other constraint on the arrival processes is that they
have finite second moments. The capacity of the links can
be asymmetric and randomly varying in time. We letγ(m,n)

denote the average link rate for link(m, n) ∈ E . The statistics
of the arrival or link quality are not known. The only required
knowledge is that of the link state of incident links at each
node.

Without network coding, the set of achievable(λ(f), λ(g))
is clear:

Definition 1 (Butterfly Capacity Region with Routing):
With routing (i.e., without coding), we can achieve all
(λ(f), λ(g)) that satisfy

λ(f) ≤ min(γ(b1,m), γ(k,c2)), (1)

λ(g) ≤ min(γ(b2,m), γ(k,c1)), (2)

λ(f) + λ(g) ≤ γ(m,n), (3)

λ ≥ 0. (4)

When network coding is allowed, the set of achievable
(λ(f), λ(g)) increases. In particular, we can, at nodem, take
one packet from Flow-f and one packet from Flow-g, XOR2

them together into a coded packet, and multicast this coded
packet to both nodesc1 andc2. To allow the coded packet to
be decoded, we require tworemedypackets to be sent, one
from b1 to c1, and one fromb2 to c2. Let λ(f,g) be the rate at
which packets are coded in this way. Then, we can define the
capacity region with coding as follows.

Definition 2 (Butterfly Capacity Region with Coding):
Recalling thatλ(f,g) denotes the rate of coded packets, with
coding, we can achieve all(λ(f), λ(g)) that satisfy, for some
λ(f,g), (1), (2), (4), and

λ(f) + λ(g) − λ(f,g) ≤ γ(m,n), (5)

λ(f,g) ≤ γ(b1,c1), (6)

λ(f,g) ≤ γ(b2,c2), (7)

0 ≤ λ(f,g) ≤ min(λ(f), λ(g)). (8)
It is not difficult to see that this region cannot be increased
any further and, thus, the achievable region for(λ(f), λ(g)) is
in fact the capacity region.

If both the exogenous arrival rates,λ(f) and λ(g), are
known, then, at some centralized point with complete network
information, λ(f,g) can be found for any(λ(f), λ(g)) in the
capacity region, thus allowing the rate pair to be achieved.
In many network settings, however,λ(f) and λ(g) are not
known, and we moreover do not have a centralized point
with complete network information. Also, the arrivals and link
states are stochastically varying. Therefore, we wish to make
decisions on coding, routing, and scheduling on-the-fly in a
decentralized way. This is the type of dynamic policy that we
seek.

Intuitively, a good place to make the coding decision is
at nodem. If node m observes that its instantaneous packet
queue has many packets queued for Flow-f and many packets
queued for Flow-g, then it is likely that nodem represents
a bottleneck. In this case, we could alleviate the congestion
at nodem by coding, which introduces remedy packets at
nodeb1 andb2. We assume that nodem is capable of sending
small,remedy request, protocol messages3 to nodesb1 andb2,
requesting that these additional packets be sent. If the links
(b1, c1) and(b2, c2) are themselves congested, however, it may
not be a good idea for nodem to code. So it is not clear
what the decision rule must be to exploit the network coding
advantage while guaranteeing decodability at the receivers.

In this section, we give a dynamic policy that yields coding
decisions based on the occupancies of neighboring queues.
These queue-lengths must be maintained so that they serve as
a measure of decodability of the coded packets. LetQ

(d)
k [t]

denote the length of the queue at the beginning of slott,

maintained at nodek, holding packets destined for noded.

2The XOR operation is performed for each aligned bit pair in the two
packets.

3Note that these messages are simple signals much shorter than packet
lengths. We assume that their consumption of link capacity is negligible.



In addition, let Q(c1,{c1,c2})
k [t] denote the number of coded

packets at nodek that are destined for nodec1. At each time
slot, Flow-f packets arrive at nodeb1 and are placed into
queueQ

(c2)
b1

, and Flow-g packets arrive at nodeb2 and are

placed into queueQ(c1)
b2

.
We consider each of the nodes in turn.

• Node b1 maintains two queues,Q(c1)
b1

and Q
(c2)
b1

, and its
policy is straightforward: At each time slot, it uses whatever
capacity is available on link(b1, m) to serveQ(c2)

b1
, removing

served packets from the queue and placing them intoQ
(c2)
m ,

and it uses whatever capacity is available on link(b1, c1) to
serveQ

(c1)
b1

, removing served packets from the queue, which
then reach their destination. The situation at nodeb2 is similar
to that at nodeb1.
• Node n maintains four queues,Q(c1)

n , Q
(c2)
n , Q

(c1,{c1,c2})
n ,

and Q
(c2,{c1,c2})
n . It checks to see ifQ(c1)

n or Q
(c1,{c1,c2})
n

is greater, and serves the greater of the two using whatever
capacity it has on link(n, c1); likewise, it checks to see if
Q

(c2)
n or Q

(c2,{c1,c2})
n is greater, and serves the greater of the

two using whatever capacity it has on link(n, c2). Nodesc1

andc2 are final destination nodes and do not maintain queues.
• The coding decision of nodem is based on

ρ
(c1)
(m,n)[t] ,

(

Q(c1)
m [t] − Q(c1)

n [t]
)+

,

ρ
(c2)
(m,n)[t] ,

(

Q(c2)
m [t] − Q(c2)

n [t]
)+

,

σ
({c1,c2})
(m,n) [t] , Q(c1)

m [t] − (Q(c1,{c1,c2})
n [t] + Q

(c1)
b1

[t])

+ Q(c2)
m [t] − (Q(c2,{c1,c2})

n [t] + Q
(c2)
b2

[t]),

where (y)+ , max(0, y). If σ
({c1,c2})
(m,n) [t] is greater than

max(ρ
(c1)
(m,n)[t], ρ

(c2)
(m,n)[t]), then coding is performed: Nodem

removes one packet fromQ(c1)
m and one packet fromQ(c2)

m ,
forms a single coded packet from theXOR of the two, and
transmits the coded packet on link(m, n). Upon reception
at node n, the coded packet is placed into both queues
Q

(c1,{c1,c2})
n and Q

(c2,{c1,c2})
n . As well as transmitting the

coded packet on link(m, n), nodem transmits two remedy
request protocol messages, one tob1 and one tob2. These rem-
edy request protocol messages ultimately result in a remedy
packet being placed into each queueQ

(c1)
b1

and queueQ(c2)
b2

.
Node m repeatedly forms coded packets and sends remedy
request protocol messages for them for as much capacity is
available on link(m, n) in time slot t.
If eitherρ(c1)

(m,n)[t] or ρ
(c2)
(m.n)[t] is greater thanσ({c1,c2})

(m,n) [t], then

coding is not performed; rather, ifρ(c1)
(m,n)[t] > ρ

(c2)
(m,n)[t], then

Q
(c1)
m is served using all the available capacity of link(m, n),

otherwiseQ
(c2)
m is served using all the available capacity of

link (m, n). ⋄
We can understand the policy employed on nodem as an

extension ofdifferential backlog(see [15], [19], [18]):ρ(c1)
(m,n)

andρ
(c2)
(m,n) give the traditional differential backlog associated

with c1 andc2, respectively, and the factorσ
({c1,c2})
(m,n) represents

the differential backlog associated with coding. To calculate
the latter correctly, we need to account for the following two
effects of coding: first, by coding, we effectively serve two
packets for the price of one, removing a packet from both
Q

(c1)
m andQ

(c2)
m while transmitting only a single packet on link

(m, n); second, we have to pay for this advantage of coding
with remedy packets, which create packets inQ

(c1)
b1

andQ
(c2)
b2

,

one for each flow. The first effect causesQ
(c1)
m [t]−Q

(c1,{c1,c2})
n

to be summed withQ(c2)
m [t] − Q

(c2,{c1,c2})
n when calculating

the differential backlog, and the second effect causesQ
(c1

b1
[t]

and Q
(c2)
b2

[t] to be subtracted from the differential backlog,

finally yielding σ
({c1,c2})
(m,n) as the correct differential backlog

associated with coding.
Our main result, in Section III-C, states that the policy we

describe above will stabilize all exogenous arrival rates,λ(f)

andλ(g), that lie strictly in the interior of the capacity region
given by Definition 2

III. E XTENSION TO GENERAL WIRELINE NETWORKS

In the previous section, we have described a dynamic,
decentralized policy that achieves all exogenous arrival rates
that lie strictly in the interior of the capacity region for the
butterfly network. In this section, we extend the algorithm
to be implemented in more general networks. For more
general wireline networks, we can consider superimposing or
overlaying butterfly networks into the network to extend the
butterfly network case. In general, this kind of superimposing
of butterfly networks will not achieve the capacity region,
but it will at least expand the region that is achievable by
routing. The region that can be achieved in this way has been
established by Traskov et al. [1], and we refer to the region
as theTRLKM region.

In this paper, we refrain from discussing theTRLKM region
in any depth. We note that it essentially considers all possible
ways in which butterfly networks can appear in a general
wireline network, and, for each butterfly network, it allows
a coded packet to be transmitted on the center link (or path)
as long as remedy packets are transmitted on the side links
(or paths). We refer the reader to [22] for the details of the
region as expressed using our notation.

A. System model

We can model any wireline network using the graphical
model G = (N , E), with N and E representing the set of
nodes and edges, respectively. We consider unicast flows that
are described by a pair of beginning-end nodes of the flow with
no a priori fixed routes. As before, we letλ(f) be the average
number of exogenous packets that enter the network for Flow-
f . The algorithm we propose makes routing, scheduling and
coding decisions based on properly maintained buffer occu-
pancy levels. In the algorithm, each node proactively seeks
opportunities to create coded packets by generating remedy
packets elsewhere in the network.

As discussed in Section II, when packets of two flows are
linearly coded at a node, aremedy packetmust be generated



for each flow at another node in the network. Such remedy
packets are needed because, from the perspective of one of
the coded flows, the coded packet ispoisonedby the other
flow. Thus, in order to extract the desired packet at a future
node, a remedy must also be sent to it. The remedy packet can
only be generated at one of the nodes that the coded packet
had traversed. This implies that even after the transmission of
packets, nodes need to store them for a while at the possibility
of a future remedy transmission request. This can be achieved
by maintaining a finite size memory for this purpose. Another
practical consideration is for the coding node to know which
nodes have the remedy packet. This issue can be resolved by
including in each packet the set of nodes that are capable of
generating it.

In addition to the remedy packet generation, the coding node
is also allowed to choose thedecoding nodesfor the coding
being performed by it. In particular, if flowsf andg, coded
at nodem, are to be decoded at nodesc1 andc2 with remedy
packets generated at nodesb1 and b2, then we can view the
system to be composed of onemulticastsession generated at
nodem with receiversc1 andc2, and two unicast sessions for
the remedy flows, one fromb1 to c1 and the other fromb2 to
c2 (see Figure 2).
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Multicast Session (f , g):

Remedy
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b         c2 2
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Fig. 2. Flow-f goes fromu to v and Flow-g goes fromi to j, both
traversing link (m,n). The dashed lines indicate paths composed
of multiple links. A decision to perform inter-session coding across
flows f and g at nodem with remedy nodes (b1, b2) and decoding
nodes (c1, c2) results in: two unicast sessions for remedy packets
[b1 → c1 and b2 → c2]; and one multicast session [m → {c1, c2}].

The above multicast session is allowed to be coded again
in its path. Thus, in general, coding can be performed across
two multicast sessions destined for the set of nodesD1 and
D2, respectively. A packet is said to be oftypeD if it is part
of a multicast session destined for the set of nodes inD.

We maintain a separate queue for each type of packet and
for each receiver expecting that type of packet. In particular,
we let Q

(d,D)
n [t] be the length, at the beginning of time slot

t, of the queue at noden, holding packets of typeD with
destinationd ∈ D. The coding service, which applies to
packets of two types simultaneously, is made available by the
sending of packets formed from theXOR of one packet of type
D1 with one packet of typeD2; remedy packets are injected
at nodesb1 and b2 and decoding is done at nodesc1 and c2

as shown in Figure 2.
The precise evolution of queues is determined by the

routing-scheduling-coding strategy described in the nextsec-
tion. Due to space constraints, we leave the details of this
evolution to the extended version of the paper [22].

B. The Routing-Scheduling-Coding Strategy

The purpose of the strategy is to decide whether coding
is to be performed across sessions and, if so, which sessions
to code; if not, which queues to serve. We now describe the
operation of the strategy in greater detail.

Definition 3 (Routing-Scheduling-Coding (RSC) Algorithm):
At every time slott, for each link(m, n) ∈ E , the following
two sets of weights, one corresponding to intra-session and
the other corresponding to inter-session coded packets, are
computed at nodem:

ρ
(D)
(m,n)[t] ,

∑

d∈D

(

Q(d,D)
m [t] − Q(d,D)

n [t]
)+

,

σ
((D1,b1,c1),(D2,b2,c2))
(m,n) [t]

,
∑

d∈D1

(

Q(d,D1)
m [t] − Q(d,D1)

c1
[t]

)+

− Q(c1,{c1,c2})
n [t] (9)

+
∑

d∈D2

(

Q(d,D2)
m [t] − Q(d,D2)

c2
[t]

)+

− Q(c2,{c1,c2})
n [t]

(10)

− Q
(c1)
b1

[t] − Q
(c2)
b2

[t], (11)

where we writeQ
(d)
n [t] as shorthand forQ(d,{d})

n [t]. Here,
ρ
(D)
(m,n)[t] represents the weight associated with serving packets

of type D over link (m, n) without coding across sessions,
while σ

((D1,b1,c1),(D2,b2,c2))
(m,n) [t] is the weight associated with

coding packets of typeD1 and D2 with remedies created at
b1, b2, and decoding to be performed atc1, c2.

Once these weights are computed, the maximizingD

for ρ
(D)
(m,n)[t], denoted byD⋆

(m,n)[t], and the maximizing

((D1, b1, c1), (D2, b2, c2)) for σ
((D1,b1,c1),(D2,b2,c2))
(m,n) [t], de-

noted by((D⋆
1 , b⋆

1, c
⋆
1), (D

⋆
2 , b⋆

2, c
⋆
2))(m,n)[t], are computed. We

maximize overb ∈ B1 and b ∈ B2, whereB1 and B2 are
chosen using the information carried by the candidate packets
for coding to ensure that appropriate remedy packets can be
generated atb1 andb2. We let

σ⋆
(m,n)[t] , σ

((D⋆
1 ,b⋆

1,c⋆
1),(D⋆

2 ,b⋆
2,c⋆

2))(m,n)[t]

(m,n) [t],

ρ⋆
(m,n)[t] , ρ

(D⋆
(m,n)[t])

(m,n) [t],

which represent the weights associated with the best decisions
with and without inter-session coding, respectively. The fi-
nal decision is performed based on the comparison between



ρ⋆
(m,n)[t] andσ⋆

(m,n)[t]:
• if ρ⋆

(m,n)[t] > σ⋆
(m,n)[t], then no inter-session coding is

performed at nodem, and random intra-session coding is
performed only within packets of sessionD⋆

(m,n)[t] as follows:
the head of the line packets for thosed ∈ D⋆

(m,n) satisfying

(

Q
(d,D⋆

(m,n))
n [t] − Q

(d,D⋆
(m,n))

m [t]
)

> 0 (12)

are removed from their queues at noden and linearly com-
bined with random coefficients. Then, the resulting randomly
generated packet is transmitted over link(m, n) along with
the random coefficients and enqueued at each of the queues
at nodem for which (12) was positive.
• if ρ⋆

(m,n)[t] < σ⋆
(m,n)[t], then inter-session coding is to

be performed at nodem across packets of typeD⋆
1 and D⋆

2

through the following steps:

(1) Intra-session Coding:For each i = 1, 2, the head
of the line packets for thosed ∈ D⋆

i satisfying
(

Q
(d,D⋆

i )
m [t] − Q

(d,D⋆
i )

c⋆
i

[t]
)

> 0 are removed from their
corresponding queues at nodem and are linearly com-
bined with random coefficients.

(2) Inter-session Coding:The inter-session coding is per-
formed by adding (XORing) the packets generated by
the previous intra-session coding operation. Then, the
final coded packet is transmitted over link(m, n) and is
enqueued at bothQ(c1,{c1,c2})

n , andQ
(c2,{c1,c2})
n .

(3) Remedy Packet Generation:Upon coding operation,
remedy request protocol messages are transmitted to
nodes b⋆

1 and b⋆
2, which in turn reproduce packets

[generated during Step (1)] of type D⋆
2 andD⋆

1 , respec-
tively, and then enqueue them atQ

(c⋆
1)

b⋆
1

and Q
(c⋆

2)
b⋆
2

for
transmission toc⋆

1 andc⋆
2, respectively.

• if ρ⋆
(m,n)[t] = σ⋆

(m,n)[t], then choose randomly, with equal
probabilities, one of the above two modes of operations and
implement it.
This completes the description of theRSC algorithm. ⋄

Remark 1:The term ρ
(D)
(m,n)[t] is a generalization of the

concept ofdifferential backlogintroduced in [15] to multi-
cast sessions. This term dynamically establishes routes by
steering packets in the largest differential backlog direc-
tion. The same term appears in a recent work in [21],
where the authors study routing-scheduling-coding strategies
for multicast sessions without inter-session coding. However,
σ

((D1,b1,c1),(D2,b2,c2))
(m,n) [t] is introduced for the first time in this

work and has a form that provides significant insight. In
particular, it contains two differential backlog terms between
the coding nodem and the decoding nodesc1 andc2, (see (9)
and (10)) along with the occupancy at the neighboring node,
n. Thus, these terms intuitively measure the decodability atc1

and c2. Also, (11) includes the occupancy level of the nodes
with remedy packets. Thus, if these are high, it implies that
the remedies cannot reach the decoding nodes efficiently and
the coding decision must be discouraged.

Remark 2:The decodability of the packets formed by intra-
session coding is shown in [21]. That the packets formed by

inter-session coding are decodable is established by the way
in which the inter-session coding decision is made. When two
packets,x1 andx2, are XORed together at nodem, x1 must
be available at nodeb1 andx2 must be available at nodeb2.
Provided thatx1 is eventually communicated to nodec1 and
x2 is eventually communicated to nodec2, which is ensured
by the setting up of the two remedy sessions, the inter-session
coding operation can be undone at nodec1 (to recoverx2)
and at nodec2 (to recoverx1).

Remark 3:The policy requires the knowledge of the occu-
pancy levels of those nodes at which decoding and remedy
packet generation is to be performed. In practice, such in-
formation may be available only for those nodes in a local
neighborhood of each node. Although the performance of the
policy will improve as the span of this information increases,
it has been observed in empirical studies [9], [10] that even
a one-hop neighborhood knowledge improves the achievable
throughput considerably. Our model is general enough to
accommodate the extreme scenarios of more practical imple-
mentation with weaker but still good performance, and less
practical implementation with better performance.

C. Analysis

The tight connection between the stability of stochastic
networks and the associated fluid models has been observed
in many works [23], [24], [25], [18], [26]. The study of fluid
models not only simplifies the analysis, but also facilitates the
understanding of the main behavior of the system. In this light,
we also use a heuristic fluid model of our network under the
RSC policy, and then study the performance of the resulting
network. We use tools from Lyapunov Stability Theory [27]
to prove the global asymptotic stability of the fluid model for
any throughput vector lying within theTRLKM region. This
finding, in turn, suggests the stability of the original system.

In the fluid model: the discrete-time parameter,[t], is re-
placed with the continuous-time parameter,(t); the stochastic
arrival and link state processes are replaced with their means;
and the discrete-time queue-length evolution of the stochastic
system is replaced by a differential equation. We useq to
indicate queue-length vector in the fluid model. Then, we have
the following result.

Theorem 1:For anyε > 0, if the flow rates{λ(f)}f are
such that{λ(f) + ε}f lies in theTRLKM region, then theRSC

algorithm is globally asymptotically stable, i.e., for anyq(0),
q(t) → 0 as t → ∞.

Proof: The proof uses Lyapunov Stability Theorem and
LaSalle’s invariance principle along with the descriptionof the
TRLKM region to show the stability of the network under the
RSC Algorithm. We omit the details due to space limitations.
They can be found in [22].

Under the assumption of finite variance of exogenous arrival
processes, it is possible to utilize the result of Theorem 1 to
prove positive recurrence and stability of the Markov chain
{Q[t]}t≥0 (see, for example, [18], [28]). This states that the
RSC Algorithm stabilizes the queues for any arrival rateλ

that lies in the interior of theTRLKM region.



IV. CONCLUSION

In this paper, we have introduced a dynamic routing-
scheduling-coding strategy for inter-session network coding,
which can be seen both as a generalization of dynamic routing-
scheduling strategies based on differential backlog (e.g.[15],
[19], [18]) and as a generalization of the 2-way coding policy
of Katti et al. [9]. Our strategy decides whether two previously-
independent flows should be coded together at a node and,
if so, which flows. We did not consider allowing for coding
operations that involve more than two flows, but generalizing
the ideas of this paper to allow for such coding operations is,
at least conceptually, not difficult.

Our main result was to show that this strategy, theRSC

algorithm, stably supports any throughput that lies strictly
within the TRLKM region. This result is conservative. The
RSC algorithm should support rates outside theTRLKM region
because theRSC algorithm allows for a wider range of coding
operations to be performed. In particular, it allows for a coded
packet to be coded again at a downstream node. We do not in
fact know the stability region of theRSC algorithm, and we
suspect that it cannot be easily characterized.

But uncharacterized rate regions may simply have to be
accepted to proceed with inter-session coding in a meaningful
way. It is well-known that the general rate region for inter-
session coding is very difficult to characterize [8], [29] and
attempts to describe rate regions, such as theTRLKM region,
have not yielded the gains observed in empirical studies (e.g.,
[9], [10]). In this work, we have described a policy rather
than a region, and it may be that any accurate characteriza-
tion of achievable rates—especially in scenarios pertinent to
practice—will have to come from measurements. Nevertheless,
theRSCalgorithm is grounded in a solid theoretical framework
and, since it is a generalization of the 2-way coding policy of
Katti et al., it should perform at least as well; measurements
that describe its true capabilities have yet to be performed.
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