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Abstract—We propose a dynamic routing-scheduling-coding this paper is that, rather than proposing an algorithm that
strategy for serving multiple unicast sessions when lineanet-  gperates on given flow rates (or ones it measures), we propose
work coding is allowed across sessions. Noting that the sef o a dynamic routing-scheduling-coding strategy that osrat

stabilizable throughput levels in this context is an open poblem, . .
we prove that our strategy supports any point in the non-trivial solely on queue-state information. Thus, although the -algo

region of achievable rates recently characterized by Trashv et fithm described in [14] (which is the result of independent
al. [1]. This work also provides a theoretical framework in which  work by Ho et al.) bears some similarities to our strategy, it

the gains of intersession network coding and pure routing c@ nevertheless differs in this defining aspect. Dynamic stjiat
be compared. such as ours do not require flow rates as an input and can
be run “on-line”. They will generally take some time to find
the desired operating point, but they are robust to dynamics
Coding in packet networks can be classified into two typesecause they react to present circumstances as measured by
intra-session coding (where coding is restricted to packehe state of the queues.
belonging to the same session or connection) and inteiesess Qyr strategy extends that of Katti et al. [9], [10] and can
COding (Where this restriction is lifted and COding is alEnv be seen, moreover, as an extension of the dynamic routing_
among packets belonging to possibly different sessionsg. Tscheduling strategies of Tassiulas and Ephremides [18], an
former, which is also referred to as superposition codifg [%thers (e.g. [16], [17], [18], [19], [20]), which do not afcfor
has been extensively studied. It is well-known that intrgoding, and of the dynamic routing-scheduling-codingstyg
session coding improves the throughput of lossless matticaf Ho and Viswanathan [21], which allows for only intra-
sessions (see, for example, [3], [4], [5]) and of lossy seBst-  session coding. It is, however, not a straightforward esiten
unicast or multicast (see, for example, [6], [7]). It is als@f these dynamic strategies: as will become apparent, @ltpw
known, however, that intra-session coding is suboptimhl [Zor inter-session coding requires an approach with sigaitic
inter-session coding is necessary to achieve optimal througfifferences. Our main result is that our strategy stablysuis
put in general. any throughput that lies strictly within the non-triviagien of
Unfortunately, performing inter-session coding is difficu achievable rates for multiple unicast sessions given bygkina
To perform inter-session coding optimally, linear codim®ep et al. [1]—a region that we refer to as th&LkM region.
ations are not sufficient [8], and, even if we limit ourselv@s  oyr strategy applies to both lossless wireline and lossless
a particular class of linear coding operations, decidin@Wwhyireless networks. We model a wireline network as a directed
operations to perform is awp-hard problem [4]. This situation graphg = (N, €), where\ is the set of nodes anflis a set
motivates us to develop methods for inter-session codiag thyf directed edges that represent point-to-point links. Véelet
though not optimal, achieve significant throughput gainsrovy \yireless network as a directed hypergragh= (V. €),
intra-session coding. There is good reason to believe twdt s\yhere A7 is the set of nodes and is a set of directed
gains can be found without the use of sophisticated int§{yperedge’sthat represent broadcast links. We suppose that
session coding—a simulation study and testbed implemeneg set of achievable link rates of the network is represente
tation by Katti et al. [9], [10] found significant throughputyy the sef. If 1/, ,,) is the rate at which packets are injected
gains for multi-hop wireless networks with a rudimentary edgee, then the vectop, consisting 0b/(,,, ), (m,n) € &,
inter-session coding scheme that generalizes the “pHysiggpresents a set of injection rates within the capacity ef th
piggybacking” discussed in [11]. network only if v € T'. For wireline networks, it is generally
This paper continues the work along the line of suboptihe case that the capacity of separate links are independent
mal, yet improved, methods for inter-session coding, Whigthd I is the Cartesian product 9| closed intervals, each
includes [12], [13], [1], [14]. The defining characterisé  extending from 0 to some non-negative capasity, .. For
wireless networks, however, this is generally not the case,
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and the capacities of separate links are generally dependéfmen network coding is allowed, the set of achievable
because of interference. In this paper, we present only the/), A\(9)) increases. In particular, we can, at node take
wireline case in detail. The wireless case is conceptualiye packet from Flowt and one packet from Flow; XOR?
similar. Readers interested in the details of the wirelesse c them together into a coded packet, and multicast this coded
are referred to [22]. packet to both nodes andcs. To allow the coded packet to
be decoded, we require twemedypackets to be sent, one
from b, to ¢;, and one fromb, to 5. Let A(F:9) be the rate at
We first describe our algorithm for the well-known butterwhich packets are coded in this way. Then, we can define the
fly network. We take this approach to explain the essenti@pacity region with coding as follows.
components of, and give general intuition for, our algerith  pefinition 2 (Butterfly Capacity Region with Coding):
without complicated notation. In Section Ill, we extend OURecalling that\(9) denotes the rate of coded packets, with

results to general wireline networks and give an algorithat t coding, we can achieve a@p\(f)’ )\(g)) that satisfy, for some
stabilizes all rates in th&rRLKM region. TheTRLKM region  )\(f.9), 1), (2), (4), and

is essentially obtained by decomposing a general wireline

Il. THE BUTTERFLY NETWORK CASE

network into superimposed butterfly networks and thus, ghou AD 1 A@ _\F9) < V(m,n)s )
Section Il appears much more complicated, the conceptual A9 < Vibr,e1)s (6)
extension that is required is minor. (f,9)
AT < Yy ) (7)
@ @ 0 < A9 < min(AD) | \9), (8)
It is not difficult to see that this region cannot be increased

any further and, thus, the achievable region (), A(9)) is
in fact the capacity region.

If both the exogenous arrival rates) and \9), are
known, then, at some centralized point with complete networ
information, \(/»9) can be found for anyA), A\(9)) in the
capacity region, thus allowing the rate pair to be achieved.
In many network settings, howevex!/) and A} are not
\ known, and we moreover do not have a centralized point

with complete network information. Also, the arrivals aikl
@ states are stochastically varying. Therefore, we wish tkema
decisions on coding, routing, and scheduling on-the-fly in a

Fig. 1. The butterfly network with two unicast flows: Flofy-from b1 to  decentralized way. This is the type of dynamic policy that we
co; Flow-g, from b2 to c;. seek

Consider the butterfly network shown in Figure 1. The Intuitively, a good place to make_ thg coding decision is
system operates in equal length time slots. Suppose therea}itrnodem. If node m observes that its instantaneous packet
two unicast flows: Flowf from nodeb; to c¢o, and Flowy queue has many packets queued for Fiband many packets

from nodeb, to ¢;. The exogenous arrivals for these ﬂowsqueued for Flow, _then itis likely that no_dem represents_
have mean rates(") and \(@) packets/slot, respectively. The® bottleneck. In this case, we could alleviate the congestio
only other constraint on the arrival processes is that th(‘:ilt nodern by coding, which introduces remedy packets at

have finite second moments. The capacity of the links ch d?|b1 andéag. we assurrt1e thlat node |és$((:)apaglz)of sedngjlng
be asymmetric and randomly varying in time. We 4ef, . small,remedy requesprotocol messag nodes, andos,

denote the average link rate for liffk:, n) € £. The statistics requesting that these additional packets be sent. If thgs lin
of the arrival or link quality are not known. The only requdre (b1, c1) and(bs, c2) are themselves congested, however, it may

knowledge is that of the link state of incident links at eacﬂot be a goqd_ idea for node. to COde'.SO It Is not C'eaf
what the decision rule must be to exploit the network coding

\%@/

T, - Tg) Apsway
( %-) Apaway

node. i . . .
Without network coding, the set of achievatile”), \(®) advantage while guaranteeing decodability at the recgiver
is clear: ' ’ In this section, we give a dynamic policy that yields coding

decisions based on the occupancies of neighboring queues.

Definition 1 (Butterfly Capacity Region with Routing): o
( y Lapacily ~eg 9) IThese gueue-lengths must be maintained so that they serve as

With routing (i.e., without coding), we can achieve al

(A, A(9) that satisfy a measure of decodability of the coded packets. a;gP [t]
’ denote the length of the queue at the beginning of slot
A < MIN(Y(b, m)s V(kses))s (1) maintained at nodé:, holding packets destined for node
(9) < mj
A< mln(/y(b%m)’v(k’cl))’ (2) 2The xOR operation is performed for each aligned bit pair in the two
A A0 < Vimn)» (3) packets.

A>0 4 3Note that these messages are simple signals much shortempéuket
= ( ) lengths. We assume that their consumption of link capasityegligible.



In addition, IetQ,(fl’{cl’CZ})[t] denote the number of codedthe differential backlog associated with coding. To cadtel
packets at nodé that are destined for nodg. At each time the latter correctly, we need to account for the following tw
slot, Flow-f packets arrive at nodé; and are placed into effects of coding: first, by coding, we effectively serve two
(c2) i kets for the price of i ket from both
queue@, *’, and Flowg packets arrive at nod&, and are packets for the price of one, removing a packet from bot

placed into queue)ffl). Q') andQ!e?) while transmitting only a single packet on link
We consider each of the nodes in turn. (m,n); second, we have to pay for this advantage of coding

c2)

e Node b; maintains two queuei,)l()fl) and fo), and its With remedy packets, which create packeté)i,(fli]) andQl()z )
policy is straightforward: At each time slot, it uses whatev one for each flow. The first effect cauﬁgl)[t]—@f“{c“”})
capacity is available on linkb;,m) to serveQ;”), removing to be summed withQs?'[t] — Q{*{****}) when calculating
served packets from the queue and placing them @3’, the differential backlog, and the second effect causngé [t]
and it uses whatever capacity is available on lipk c1) 10 and Q{*'[1] to be subtracted from the differential backlog,

c1)

( i ick I e1,e . .
serveq,, -, removing served packets from the queue, Whichally yielding o2 as the correct differential backlog
then reach their destination. The situation at nbgds similar  45sociated with coding.

to that at node; . Our main result, in Section I1I-C, states that the policy we

Fatai (c1) le2) Aler{er,e2}) ) ] . .
e Noden maintains four queues),, "', Qn™', @n " " describe above will stabilize all exogenous arrival ratéé)

and Qi) 1t checks to see Q") or ngcl_’{cl’cz}) and\(@), that lie strictly in the interior of the capacity region
is greater, and serves the greater of the two using whateygfen py Definition 2

capacity it has on linkn, ¢1); likewise, it checks to see if

Q') or Q' tere2}) i greater, and serves the greater of the 1Il. EXTENSION TO GENERAL WIRELINE NETWORKS
two using whatever capacity it has on litk, ;). Nodesc:  |n the previous section, we have described a dynamic,
andc; are final destination nodes and do not maintain queuggcentralized policy that achieves all exogenous arriatds
e The coding decision of node: is based on that lie strictly in the interior of the capacity region fdnet
(c1) N (o) e\t butterfly network. In this section, we extend the algorithm
Pl [t] = (le 1] - Q" [t]) ; to be implemented in more general networks. For more
+ general wireline networks, we can consider superimposing o
G 1] 2 (QE2)11] - @211 i |
P(m,n) m n ’ overlaying butterfly networks into the network to extend the
Ug{cl,cz})[t] vy le)[t] _ (lecl,{cl,cz})[t] + Qz(;m)[t]) butterfly network case. I_n general, _this kind of sup_erimpg_si
mn) 1( | of butterfly networks will not achieve the capacity region,
+ QU] — (e tere [ + Qe [1]), but it will at least expand the region that is achievable by

N (ferea}) i - routing. The region that can be achieved in this way has been
where (y)* = max(0,y). If o, ?"[t] is greater than established by Traskov et al. [1], and we refer to the region
max(pgf?i_)n)[t],p(cﬁ []), then coding is performed: Node as theTRLKM region.

(m,n) . . . . .
removes one packet fror@ﬁﬁl) and one packet fror@ﬁﬁz), In this paper, we refrain from discussing theRLKM region

forms a single coded packet from theR of the two, and in any.depth_. We note that it essentially considers all bssi
transmits the coded packet on lirfks, n). Upon reception ways in which butterfly networks can appear in a general

at noden, the coded packet is placed into both queué(gireline network, and, for each butterfly network, it allows
%cl,{cl.,@}') and Q%CQ,{cl,cz})' As well as transmitting the a coded packet to be transmitted on the center link (or path)

coded packet on linkm,n), nodem transmits two remedy as Iontg?] as \;\?me(}ly ptﬁckets darettrarzlszm]itteotlhon dthte,ls'def !['r?ks
request protocol messages, onéit@and one td.. These rem- (or pa s). We re e; € reader 1o [_ ] for the details of the
edy request protocol messages ultimately result in a remé&)g'on as expressed using our notation.

packet being placed into each qum)él”) and queue@éjz). A. System model

Node m repeatedly forms coded packets and sends remed)(Ne can madel any wireline network using the graphical

request protocol messages for them for as much capacity is B . .
available on link(m, n) in time slott. model G = (N, &), with A/ and £ representing the set of

. c c . c1he nodes and edges, respectively. We consider unicast flows tha
I eltherpgﬂi?n) [t] or pgnz»)n) [¢] is greater thamgfnyln)z}) [t], then are described by a pair of beginning-end nodes of the flow with
coding is not performed; rather, i) |[t] > p{?) [t], then no a priori fixed routes. As before, we lat/) be the average
Q$,§1> is served using all the available capacity of lifrk, n), number of exogenous packets that enter the network for Flow-
otherwiseQ'<?) is served using all the available capacity of - The algorithm we propose makes routing, scheduling and
link (m,n). o~ coding decisions based on properly maintained buffer occu-

We can understand the policy employed on nedas an Pancy levels. In the algorithm, each node proactively seeks

extension ofdifferential backlog(see [15], [19], [18]):p " opportunities to create coded packets by generating remedy
4, qive the traditional diff ial backl (m.n) gackets elsewhere in the network.
andp,,,,) give the traditional differential backlog associated ag giscussed in Section [I, when packets of two flows are

with ¢; ande,, respectively, and the factoff:;;?}) represents linearly coded at a node, mmedy packemust be generated



for each flow at another node in the network. Such remedyof the queue at node, holding packets of type with
packets are needed because, from the perspective of oneledtinationd € D. The coding service, which applies to
the coded flows, the coded packetpsisonedby the other packets of two types simultaneously, is made available by th
flow. Thus, in order to extract the desired packet at a futusending of packets formed from thk®R of one packet of type
node, a remedy must also be sent to it. The remedy packet danwith one packet of type)s; remedy packets are injected
only be generated at one of the nodes that the coded packehodesh; and b, and decoding is done at nodes and ¢,

had traversed. This implies that even after the transmmissio as shown in Figure 2.

packets, nodes need to store them for a while at the po$gibili The precise evolution of queues is determined by the
of a future remedy transmission request. This can be adahieveuting-scheduling-coding strategy described in the sext

by maintaining a finite size memory for this purpose. Anothdion. Due to space constraints, we leave the details of this
practical consideration is for the coding node to know whicévolution to the extended version of the paper [22].

nodes have the remedy packet. This issue can be resolvedsby Routing-Scheduling-Coding Strategy
of

including in each packet the set of nodes that are capable o ) ) ]
The purpose of the strategy is to decide whether coding

generating it. , . : . .
In addition to the remedy packet generation, the coding nolfe!® P& performed across sessions and, if so, which sessions
to code; if not, which queues to serve. We now describe the

is also allowed to choose th#ecoding node$or the coding : g )
being performed by it. In particular, if flow$ and g, coded ©Peration of the strategy in greater detail. _
at nodem, are to be decoded at nodesandc, with remedy Definition 3 (Routing-Scheduling-Codinggc) Algorithm):

packets generated at nodesand b, then we can view the At every time slott, for each link(m,n) € £, the following

system to be composed of oneulticastsession generated attwo sets of weights, one corresponding to intra-session and

nodem with receiverse; ande,, and two unicast sessions forthe other corresponding to inter-session coded packets, ar
computed at noden:

the remedy flows, one frory to ¢; and the other fronb, to

Co (See Figure 2) pED) )[t] A Z (Q%"D)[t] _ Qsld_yp)[t])*"
@ @ 7 deD
o.gr(n?:lw)blvcl)v(Dzyb2=C2))[t]
<~/‘/' +
@ 4 Z (Qgng)[t] _ QgtliDﬂ[t]) _ lecl,{cl,CQ})[t] (9)
! deD,
Remedy +
R d i ’ I Cc2,1C1,C:
Session f: fsfo'ctzg: + > (Q%Dﬂ[t] - QﬁjD”[t]) _ Qleaereah ]
b, d€D, .
- Q1 - Qi1 (11)
by bo )

where we writeQ'” [t] as shorthand foQﬁLd’{d})[t]. Here,

pEZ ?n) [t] represents the weight associated with serving packets

of type D over link (m,n) without coding across sessions,
while o{(Prbren).(D2b2e2)) 1) s the weight associated with

. (mmn . :
\ coding pac&ets of typé, and D, with remedies created at
@ (o) b1, bs, and decoding to be performed at, c».

Once these weights are computed, the maximizing
Fig. 2. Flow-f goes fromu to v and Flowyg goes fromi to j, both  for pED) )[t], denoted byDEk )[t], and the maximizing
traversing link (m,n). The dashed lines indicate paths compose o D1 b1 ,e1), (D2 sbasea)
of multiple links. A decision to perform inter-session aogliacross &Dla by, c1), (D2, b2, ¢2)) for U(mﬂll) B (R [
flows f and g at nodem with remedy nodesb(, b2) and decoding noted by((D7, b3, c), (D3, b5, ¢3)) (m.n)[t], are computed. We
nodes ¢1,c2) results in: two unicast sessions for remedy packefpaximize overb € B, andb € B, where B; and B, are
[b1 — c1 andbz — c2]; and one multicast sessiom[— {c1,c2}].  chosen using the information carried by the candidate gacke

) o for coding to ensure that appropriate remedy packets can be
The above multicast session is allowed to be coded ag@Bnerated ab; andb,. We let

in its path. Thus, in general, coding can be performed across

Multicast Session (f, g):
m— {c;, ¢}

* D7 ,b7,¢1),(D3,65,¢5)) (m,m)t
two multicast sessions destined for the set of nobgsand T[] 2 Géfnﬁ;) PN Dbz e
D-, respectively. A packet is said to be type D if it is part N & (Dimylth
of a multicast session destined for the set of nodeBin P(m,n) [t] = P(m,n) 4,

We maintain a separate queue for each type of packet amdich represent the weights associated with the best desisi

for each receiver expecting that type of packet. In pamicul with and without inter-session coding, respectively. The fi

we let Q%d’D)[t] be the length, at the beginning of time slohal decision is performed based on the comparison between



Pl (t) @Ndof, [2]: inter-session coding are decodable is established by tlye wa

o if Pl [t] (;n?f)(*mn) [t], then no inter-session coding isin which the inter-session coding decision is made. When two
performed at noden, and random intra-session coding ipackets,z; andz,, are XorRed together at node:, 21 must
performed only within packets of sessim?*mm) [t] as follows: be available at nodé; andz, must be available at node.
the head of the line packets for thodes Di ) satisfying  Provided thatz; is eventually communicated to node and
. . xo IS eventually communicated to nodg, which is ensured
( W Bimam)pyy QES’DWM)[t]) > 0 (12) by the setting up of the two remedy sessions, the inter@essi
coding operation can be undone at nade(to recoverzs)
are removed from their queues at nodeand linearly com- and at node:, (to recoverz;).
bined with random coefficients. Then, the resulting randoml Remark 3:The policy requires the knowledge of the occu-
generated packet is transmitted over liftk,n) along with pancy levels of those nodes at which decoding and remedy
the random coefficients and enqueued at each of the quepasket generation is to be performed. In practice, such in-

at nodem for which (12) was positive. formation may be available only for those nodes in a local
o if pf, lt] < of, [t then inter-session coding is toneighborhood of each node. Although the performance of the
be performed at node: across packets of typ®7 and D3  policy will improve as the span of this information increase
through the following steps: it has been observed in empirical studies [9], [10] that even
(1) Intra-session Coding:For eachi = 1,2, the head a one-hop neighborhood knowledge improves the achievable

of the line packets for thosel € D satisfying throughput considerably. Our model is general enough to
Q%’D:)[t] _ Qg‘f’D:)[t] ~ 0 are removed from their accommodate the extreme scenarios of more practical imple-

mentation with weaker but still good performance, and less

corresponding queues at nogeand are linearly com- o ; .
practical implementation with better performance.

bined with random coefficients.
(2) Inter-session CodingThe inter-session coding is per-c. Analysis

formed t_)y ad_dmg XOR'.ng) the_packets g_enerated by The tight connection between the stability of stochastic
the previous intra-session coding operation. Then, the

final coded packet is transmitted over lifie, n) and is petworks and the associated fluid models has been ob;erved
enqueued at bot@(c1,{01,cz}) andQ(cza{%c’z}) in many works [23], [2_4], [25], [18], [_26]. The study_c_)f fluid
3) R dv Packet G” i r’U I di ’ i models not only simplifies the analysis, but also faciliatee
) em((ej y racke eneral loripon ‘coding: opera '.OnLjunderstanding of the main behavior of the system. In thistJig
;%rgzs%*re;nudezi p:/f/):]ci)c(::r? i?ii?gg?:pgguéfnsglt::tsﬁg also use a heuristic fluid model of our network under the
1 2 . .
[generated during Steft)] of type Dg*andDL respec- RscC policy, and then study the performance of the resulting

; 25 (c2) network. We use tools from Lyapunov Stability Theory [27]
tively, and then enqueue them @é and @,,*" for 15 prove the global asymptotic stability of the fluid modei fo
transmission ta:} and ¢}, respectively.

any throughput vector lying within th&rRLKM region. This
o if P%@,n)[t] = 0{,,.y[t]; then choose randomly, with equalfinding, in turn, suggests the stability of the original gyst

probabilities, one of the above two modes of operations andin the fluid model: the discrete-time parametgf, is re-
implement it. o _ placed with the continuous-time parameig); the stochastic
This completes the description of tikesc algorithm. o arrival and link state processes are replaced with theinsiea

Remark 1:The term p(fé)n [t] is a generalization of the and the discrete-time queue-length evolution of the ststaha
concept ofdifferential backlogintroduced in [15] to multi- system is replaced by a differential equation. We uséo
cast sessions. This term dynamically establishes routes ihglicate queue-length vector in the fluid model. Then, weshav
steering packets in the largest differential backlog direthe following result.
tion. The same term appears in a recent work in [21], Theorem 1:For anye > 0, if the flow rates{\(/)}; are
where the authors study routing-scheduling-coding gifese such that{)\(f) +¢}; lies in theTRLKM region, then thersc
for multicast sessions without inter-session coding. Hate algorithm is globally asymptotically stable, i.e., for ag0),

gr(nl?;,)bl,cl)v<Dzvb2vC2))[t] is introduced for the first time in this q(¢) — 0 ast — .

work "and has a form that provides significant insight. In  Proof: The proof uses Lyapunov Stability Theorem and
particular, it contains two differential backlog termsweéen LaSalle’s invariance principle along with the descriptadrihe

the coding noden and the decoding nodes andcs, (see (9) TRLKM region to show the stability of the network under the
and (10)) along with the occupancy at the neighboring nodeSC Algorithm. We omit the details due to space limitations.
n. Thus, these terms intuitively measure the decodability at They can be found in [22]. ]
andcq. Also, (11) includes the occupancy level of the nodes Under the assumption of finite variance of exogenous arrival
with remedy packets. Thus, if these are high, it implies thatocesses, it is possible to utilize the result of Theorem 1 t
the remedies cannot reach the decoding nodes efficiently gimdve positive recurrence and stability of the Markov chain
the coding decision must be discouraged. {Q[t]}i>0 (see, for example, [18], [28]). This states that the

Remark 2: The decodability of the packets formed by intraRSC Algorithm stabilizes the queues for any arrival rate
session coding is shown in [21]. That the packets formed liyat lies in the interior of th@rRLKM region.



IV. CONCLUSION 171

In this paper, we have introduced a dynamic routing-
scheduling-coding strategy for inter-session networkirogd
which can be seen both as a generalization of dynamic routinﬁ’l
scheduling strategies based on differential backlog (&%,

[19], [18]) and as a generalization of the 2-way coding polic [9]
of Katti et al. [9]. Our strategy decides whether two pregigu
independent flows should be coded together at a node and,
if so, which flows. We did not consider allowing for coding10]
operations that involve more than two flows, but generatjzin
the ideas of this paper to allow for such coding operations igy;
at least conceptually, not difficult.

Our main result was to show that this strategy, t&c [12]
algorithm, stably supports any throughput that lies dyrict
within the TRLKM region. This result is conservative. The
Rsc algorithm should support rates outside ttrLKM region (13]
because thesc algorithm allows for a wider range of coding
operations to be performed. In particular, it allows for ded [14]
packet to be coded again at a downstream node. We do not in
fact know the stability region of thesc algorithm, and we |15
suspect that it cannot be easily characterized.

But uncharacterized rate regions may simply have to be
accepted to proceed with inter-session coding in a meauingf g
way. It is well-known that the general rate region for inter-
session coding is very difficult to characterize [8], [29]dan[17
attempts to describe rate regions, such asTtiekM region,
have not yielded the gains observed in empirical studieg, (e.
[9], [10]). In this work, we have described a policy rathef8
than a region, and it may be that any accurate characteriza-
tion of achievable rates—especially in scenarios pertinen [19]
practice—will have to come from measurements. Nevertseles
therscalgorithm is grounded in a solid theoretical frameworlo
and, since it is a generalization of the 2-way coding polity o
Katti et al., it should perform at least as well; measuremerﬁl]
that describe its true capabilities have yet to be performed

]
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